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Abstract. Erdős proved that \( F(A) := \sum_{a \in A} \frac{1}{a \log a} \) converges for any primitive set of integers \( A \) and later conjectured this sum is maximized when \( A \) is the set of primes. Banks and Martin further conjectured that \( F(P_1) > \ldots > F(P_k) > F(P_{k+1}) > \ldots \), where \( P_j \) is the set of integers with \( j \) prime factors counting multiplicity, though this was recently disproven by Lichtman. We consider the corresponding problems over the function field \( \mathbb{F}_q[x] \), investigating the sum \( F(A) := \sum_{f \in A} \frac{1}{\deg f q^{\deg f}} \). We establish a uniform bound for \( F(A) \) over all primitive sets of polynomials \( A \subset \mathbb{F}_q[x] \) and conjecture that it is maximized by the set of monic irreducible polynomials. We find that the analogue of the Banks-Martin conjecture is false for \( q = 2, 3, \) and \( 4 \), but we find computational evidence that it holds for \( q > 4 \).

1. Introduction

A primitive set is one in which no element of the set divides another. In 1935, Erdős [5] proved that for any primitive set of positive integers \( A \neq \{1\} \),

\[
F(A) := \sum_{a \in A} \frac{1}{a \log a} < \infty.
\]

In 1988, Erdős conjectured that the primitive set which maximizes this sum is the set of primes.

Conjecture 1.1 (Erdős). Let \( \mathcal{P} \) denote the set of prime numbers. For all primitive sets of positive integers \( A \neq \{1\} \),

\[
\sum_{a \in A} \frac{1}{a \log a} \leq \sum_{p \in \mathcal{P}} \frac{1}{p \log p}.
\]

While this conjecture remains open, significant progress has been made. In 1991, Zhang [16] showed that the conjecture holds for all primitive sets containing no element with more than four prime factors counted with multiplicity. Two years later, Erdős and Zhang [6] showed that \( F(A) < 1.84 \) for any primitive set; this was improved last year by Lichtman and Pomerance [9] to \( F(A) \leq 1.781072 \ldots \). For comparison, we know due to Cohen [4] that \( F(\mathcal{P}) = 1.636616 \ldots \).

In 2013, Banks and Martin [2] proposed a related conjecture concerning the Erdős sum of primitive sets with a fixed number of prime factors.

Conjecture 1.2. (Banks, Martin) Let \( \mathcal{P}_k \) be the set of natural numbers with exactly \( k \) prime factors counted with multiplicity and let \( F \) be the Erdős sum in the integers. Then

\[
F(\mathcal{P}_1) > F(\mathcal{P}_2) > \ldots > F(\mathcal{P}_k) > F(\mathcal{P}_{k+1}) \ldots.
\]

Taken together with a theorem of Zhang [16], results of Bayless, Kinlaw, and Klyve [3] show that \( F(\mathcal{P}_1) > F(\mathcal{P}_2) > F(\mathcal{P}_3) \). Just this year, however, Lichtman [8] showed that the conjectured inequality fails to hold for all \( k \), and that \( F(\mathcal{P}_k) \) in fact attains a global minimum at \( k = 6 \).

In this paper, we examine analogues of these conjectures for the function field \( \mathbb{F}_q[x] \). Here, the natural parallel of the Erdős sum \( \mathbb{I} \) is

\[
F(A) := \sum_{a \in A} \frac{1}{q^{\deg a} \deg a},
\]

which we conjectured in [7] is maximized by the set \( \mathcal{I}_q \subset \mathbb{F}_q[x] \) of monic irreducible polynomials.

In Section 2, we estimate \( F(\mathcal{I}_q) \) and show that it approaches \( \frac{\pi^2}{6} = 1.644930 \ldots \) as \( q \to \infty \). We then establish effective bounds for the function field analogue of Mertens' third theorem in Section 3, which we use to compute an upper bound for \( F(A) \) over all primitive sets \( A \subset \mathbb{F}_q[x] \) in Section 4. When \( 3 \leq q \leq 19 \), we obtain a bound of \( e^\gamma \) just as in the integer case, and when \( q > 19 \), we obtain a bound of \( e^{7/6} + \frac{\pi^2-3}{6} = 1.800153 \ldots \). In the case where \( q = 2 \), we show that \( F(A) < 1 + \frac{e^\gamma}{2} = 1.890536 \ldots \).
In Sections 5 and 6, we consider the function field analogue of the Banks-Martin conjecture. Letting \( \mathcal{I}_{k,q} \) be the set of monic polynomials in \( \mathbb{F}_q[x] \) with \( k \) irreducible factors, we demonstrate that the infinite chain of inequalities
\[
\mathcal{F}(\mathcal{I}_{1,q}) > \mathcal{F}(\mathcal{I}_{2,q}) > \ldots > \mathcal{F}(\mathcal{I}_{k,q}) > \mathcal{F}(\mathcal{I}_{k+1,q}) \ldots
\]
fails to hold when \( q = 2, 3, \) or 4. However, we show that for each \( k \), there exists a \( q_k \) such that
\[
\mathcal{F}(\mathcal{I}_{1,q}) > \mathcal{F}(\mathcal{I}_{2,q}) > \ldots > \mathcal{F}(\mathcal{I}_{k,q})
\]
for all \( q \geq q_k \), and furthermore, that \( q_k = O(k^2 4^k) \). We also present an approach to efficiently compute \( \mathcal{F}(\mathcal{I}_{k,q}) \) with high precision, providing numerical evidence that the Banks-Martin conjecture in \( \mathbb{F}_q[x] \) may hold in full generality when \( q \geq 5 \).

For the remainder of this paper, we denote the degree of a polynomial \( f \in \mathbb{F}_q[x] \) by \( \deg f \) and write \( ||f|| = q^{\deg f} \) for the norm of \( f \). Following the conventions we established in \([7]\), we restrict our attention to primitive subsets of monic polynomials and exclude the set \( \{1\} \) from consideration.

2. Counting Irreducibles in \( \mathbb{F}_q[x] \)

We begin by evaluating the Erdős sum over the monic irreducibles \( \mathcal{I}_q \subset \mathbb{F}_q[x] \). Letting \( \pi_q'(n) \) denote the number of degree \( n \) irreducibles in \( \mathbb{F}_q[x] \), we rewrite our sum as
\[
\mathcal{F}(\mathcal{I}_q) = \sum_{n=1}^{\infty} \frac{\pi_q'(n)}{n q^n}.
\]
The numerators of this sum can be expressed in terms of the Möbius function \( \mu \) using Gauss’ formula
\[
\pi_q'(n) = \frac{1}{n} \sum_{d|n} q^d \mu\left(\frac{n}{d}\right),
\]
which allows us to obtain bounds on \( \pi_q'(n) \) and \( \mathcal{F}(\mathcal{I}_q) \).

**Proposition 2.1.**
\[
\frac{q^n}{n} - \left(\frac{q}{q-1}\right) \frac{q^{n/2}}{n} \leq \pi_q'(n) \leq \frac{q^n}{n}.
\]

**Proof.** The upper bound is a known result whose proof can be found in \([11]\). The lower bound is immediate when \( n = 1 \), so we will consider the case where \( n > 1 \). We know from Gauss’ formula that
\[
\frac{q^n}{n} - \pi_q'(n) = \frac{q^n}{n} - \frac{1}{n} \sum_{d|n} q^d \mu\left(\frac{n}{d}\right) = \frac{q^{n/p'}}{n} - \frac{1}{n} \sum_{d<n/p'} q^d \mu\left(\frac{n}{d}\right),
\]
where \( p' \) is the smallest prime factor of \( n \). This expression is at most
\[
\frac{q^{n/p'}}{n} + \frac{1}{n} \sum_{d=1}^{n/p'-1} q^d = \frac{q^{n/p'}}{n} + \frac{1}{n} \left(\frac{q^{n/p'} - q}{q - 1}\right) \leq \frac{q^{n/2}}{n} + \frac{1}{n} \left(\frac{q^{n/2} - q}{q - 1}\right) = \left(\frac{q}{q - 1}\right)\left(\frac{q^{n/2} - 1}{n}\right),
\]
which gives that
\[
\pi_q'(n) \geq \frac{q^n}{n} - \left(\frac{q}{q-1}\right) \frac{q^{n/2}}{n}.
\]

**Proposition 2.2.**
\[
\frac{\pi^2}{6} - \frac{q}{q-1} \text{Li}_2\left(\frac{1}{\sqrt{q}}\right) \leq \mathcal{F}(\mathcal{I}_q) \leq \frac{\pi^2}{6},
\]
where \( \text{Li}_2(x) \) is the dilogarithm \( \text{Li}_2(x) = \sum_{k=1}^{\infty} \frac{x^k}{k^2} \). In particular, \( \mathcal{F}(\mathcal{I}_q) \rightarrow \frac{\pi^2}{6} \) as \( q \rightarrow \infty \).

**Proof.** These bounds are a consequence of Proposition 2.1. For the upper bound, we have
\[
\sum_{n=1}^{\infty} \frac{\pi_q'(n)}{n q^n} \leq \sum_{n=1}^{\infty} \frac{1}{n^2} = \frac{\pi^2}{6},
\]
and for the lower bound, we have
\[
\sum_{n=1}^{\infty} \frac{\pi_q'(n)}{n q^n} \geq \sum_{n=1}^{\infty} \frac{1}{n^2} - \left(\frac{q}{q-1}\right) \frac{1}{n^2} q^{n/2} = \frac{\pi^2}{6} - \frac{q}{q-1} \text{Li}_2\left(\frac{1}{\sqrt{q}}\right).
As \( q \to \infty \), \( \zeta \left( \frac{1}{q} \right) \to 0 \), so the lower bound for \( F(I_q) \) converges to the upper bound. \( \square \)

In the following proposition, we show that the value of \( F(I_q) \) increases monotonically with \( q \), which implies that \( F(I_2) \) is a lower bound on \( F(I_q) \) for any \( q \). The lower bound obtained by computing this sum (see Section 2.1) is strictly better than the lower bound in Proposition 2.2 for all \( q < 37 \).

**Proposition 2.3.** For any prime powers \( q_1 < q_2 \), \( F(I_{q_1}) < F(I_{q_2}) \).

**Proof.** The inequality can be verified computationally for \( q_1 = 2 \) and \( q_2 = 3 \). To address the remaining cases, we will show that each term \( \frac{\pi_q(n)}{nq^n} \) of \( F(I_q) \) is strictly increasing in \( q \) when \( q \geq 3 \). By Gauss’ formula, this is equivalent to showing that

\[
\frac{1}{q^n} \sum_{d|n} q^d \mu \left( \frac{n}{d} \right)
\]

is increasing in \( q \). The derivative of this expression with respect to \( q \) is

\[
\frac{q^n \sum_{d|n} dq^{d-1} \mu \left( \frac{n}{d} \right) - nq^{n-1} \sum_{d|n} q^d \mu \left( \frac{n}{d} \right)}{q^{2n}} = \sum_{d|n} (d - n)q^d \mu \left( \frac{n}{d} \right).
\]

To show it is positive, we first note that \( \sum_{d|n} (d - n)q^d \mu \left( \frac{n}{d} \right) \) is a polynomial in \( q \) whose leading nonzero term is \((n - \frac{n}{p'})q^{n/p'}\), where \( p' \) is the smallest prime factor of \( n \). Since \( \mu(m) \leq 1 \) for all \( m \), this polynomial can be bounded below by

\[
\left( n - \frac{n}{p'} \right) q^{n/p'} + \sum_{d=1}^{n/p'-1} (d - n)q^d.
\]

This expression in turn is at least

\[
\left( n - \frac{n}{p'} \right) q^{n/p'} - \sum_{d=1}^{n/p'-1} nq^d = \left( n - \frac{n}{p'} \right) q^{n/p'} - n \left( \frac{q^{n/p'} - 1}{q - 1} \right) + n
\]

\[
= nq^{n/p'} \left( \frac{p'-1}{p'} - \frac{1}{q - 1} \right) + \frac{n}{q - 1} + n \geq \frac{n}{q - 1} + n,
\]

where the last inequality holds because \( \frac{p'-1}{p'} - \frac{1}{q - 1} \) is nonnegative for all \( p' \geq 2 \) and \( q \geq 3 \). It follows that the derivative is positive, which means that \( F(I_q) \) is strictly increasing for \( q \geq 3 \). \( \square \)

2.1. **Numerical note.** Even though a closed formula for \( F(I_q) \) seems elusive, it is surprisingly easy to compute its value to very high precision for any fixed value of \( q \). Suppose we have computed a partial sum of \( F(I_q) \),

\[
S_{N,q} := \sum_{n=1}^{N} \frac{\pi_q(n)}{nq^n}.
\]

We estimate the remainder of this sum as

\[
F(I_q) - S_{N,q} = \sum_{n=N+1}^{\infty} \frac{\pi_q(n)}{nq^n} = \sum_{n=N+1}^{\infty} \left( \frac{1}{n^2} - \frac{\frac{q^n}{n} - \pi_q(n)}{nq^n} \right)
\]

\[
= \zeta(2) - \sum_{n=1}^{N} \frac{1}{n^2} - \sum_{n=N+1}^{\infty} \left( \frac{\frac{q^n}{n} - \pi_q(n)}{nq^n} \right).
\]

From Proposition 2.1 we have

\[
0 \leq \frac{q^n}{n} - \pi_q(n) \leq \left( \frac{q}{q-1} \right) \frac{q^{n/2}}{n},
\]

and so

\[
0 \leq \sum_{n=N+1}^{\infty} \left( \frac{\frac{q^n}{n} - \pi_q(n)}{nq^n} \right) \leq \frac{q}{q-1} \sum_{n=N+1}^{\infty} \frac{1}{n^2 q^{n/2}} < \frac{q}{N^2(q - 1)} \frac{q^{-(N+1)/2}}{1 - q^{-1/2}} < \frac{5q^{-N/2}}{N^2}
\]

for \( q \geq 2 \). Using this in (2) gives the bounds

\[
S_{N,q} + \zeta(2) - \sum_{n=1}^{N} \frac{1}{n^2} - \frac{5q^{-N/2}}{N^2} \leq F(I_q) \leq S_{N,q} + \zeta(2) - \sum_{n=1}^{N} \frac{1}{n^2}.
\]
Theorem 3.1. \[ \prod_{p \in \mathbb{Z}_q \atop \deg p \leq D(f)} \left( 1 - \frac{1}{||p||} \right), \] where \( D(f) \) denotes the largest degree of an irreducible factor of \( f \). We were then able to bound this expression using an analogue of Mertens’ third theorem in function fields—a special case of Theorem 3 in [13].

**Theorem 3.1.**

\[ \prod_{p \in \mathbb{Z}_q \atop \deg p \leq n} \left( 1 - \frac{1}{||p||} \right) \sim \frac{1}{e^{\gamma n}}, \] where \( \gamma = 0.577215 \ldots \) is the Euler-Mascheroni constant.

In order to obtain a numerical upper bound for \( \mathcal{F}(A) \), we’ll need to establish more precise bounds for the Mertens product [3]. If we take the natural logarithm of this product, we obtain

\[ \sum_{i=1}^{n} \pi_q'(i) \log \left( 1 - \frac{1}{q^i} \right) = -\sum_{i=1}^{n} \pi_q'(i) \left( \sum_{k=1}^{\infty} \frac{1}{kq^{|k|}} \right). \]

Below we have written out the first six terms of this summation. Notice that the sum of the constant terms from each expression form a partial sum of the harmonic series, and that partial cancellation occurs in the coefficients of other powers of \( q \). In particular, the sums for the coefficients of \( \frac{1}{q_j} \) are zero for \( 1 \leq j \leq 3 \); the terms perfectly cancel out.

\[ -\pi_q'(1) \log \left( 1 - \frac{1}{q^1} \right) = q \sum_{k=1}^{\infty} \frac{1}{kq^k} = 1 + \frac{1}{2q} + \frac{1}{3q^2} + \frac{1}{4q^3} + \frac{1}{5q^4} + \frac{1}{6q^5} + \cdots \]

\[ -\pi_q'(2) \log \left( 1 - \frac{1}{q^2} \right) = q^2 \sum_{k=1}^{\infty} \frac{1}{kq^k} = \frac{1}{2} + \frac{1}{4q} + \frac{1}{5q^2} + \frac{1}{6q^3} + \frac{1}{7q^4} + \frac{1}{8q^5} + \cdots \]

\[ -\pi_q'(3) \log \left( 1 - \frac{1}{q^3} \right) = q^3 \sum_{k=1}^{\infty} \frac{1}{kq^k} = \frac{1}{3} + 0 + \frac{1}{5q} + \frac{1}{6q^2} + \frac{1}{7q^3} + 0 + \frac{1}{8q^4} + \cdots \]

\[ -\pi_q'(4) \log \left( 1 - \frac{1}{q^4} \right) = q^4 \sum_{k=1}^{\infty} \frac{1}{kq^k} = \frac{1}{4} + 0 + \frac{1}{5q} + 0 + 0 + \frac{1}{8q^4} + 0 + \cdots \]

\[ -\pi_q'(5) \log \left( 1 - \frac{1}{q^5} \right) = q^5 \sum_{k=1}^{\infty} \frac{1}{kq^k} = \frac{1}{5} + 0 + 0 + 0 + 0 + \frac{1}{8q^4} + \frac{1}{9q^5} + \cdots \]

\[ -\pi_q'(6) \log \left( 1 - \frac{1}{q^6} \right) = q^6 \sum_{k=1}^{\infty} \frac{1}{kq^k} = \frac{1}{6} + 0 + 0 + 0 + \frac{1}{5q} + \frac{1}{6q^2} + \frac{1}{7q^3} + \frac{1}{8q^4} + \cdots \]

In the following lemma, we show that for all \( n \), this same cancellation occurs for each \( j \in [1, \lfloor \frac{n}{2} \rfloor] \). By bounding the contribution from terms \( \frac{1}{q^i} \) with \( j > \frac{n}{2} \), we obtain bounds for \( \sum \pi_q'(i) \log \left( 1 - \frac{1}{q^i} \right) \) in terms of partial sums of the harmonic series.

**Lemma 3.2.**

\[ \left( 1 - \frac{1}{2(q-1)q^{[n/2]}} \right) \sum_{i=1}^{n} \frac{1}{i} \leq \sum_{i=1}^{n} \pi_q'(i) \log \left( 1 - \frac{1}{q^i} \right) \leq \left( 1 + \frac{1}{2(q-1)q^{[n/2]}} \right) \sum_{i=1}^{n} \frac{1}{i}. \]

**Proof.** To simplify our calculations, we define

\[ \nu_i(d) = \begin{cases} \mu \left( \frac{i}{d} \right) & \text{if } d | i \\ 0 & \text{otherwise} \end{cases} \]

so that our formula for \( \pi_q'(i) \) can be written as

\[ \frac{1}{i} \sum_{d|i} q^d \mu \left( \frac{i}{d} \right) = \frac{1}{i} \sum_{d=1}^{i} q^d \nu_i(d). \]
Substituting this expression for \( \pi(i) \) and expanding each logarithm as a Taylor series gives

\[
\left| \sum_{i=1}^{n} \pi(i) \log \left( 1 - \frac{1}{q^i} \right) \right| = \sum_{i=1}^{n} \left( \frac{1}{i} \sum_{d=1}^{i} q^d \nu_i(d) \right) \left( \sum_{k=1}^{\infty} \frac{1}{kq^{ik}} \right)
= \sum_{i=1}^{n} \sum_{d=1}^{i} \sum_{k=1}^{\infty} \left( \frac{\nu_i(d)}{ik} \cdot \frac{1}{q^{ik-d}} \right).
\]

(4)

Since \( d \leq ik \) for all terms in this triple sum, it can be written as a power series of the form \( \sum_{j=0}^{\infty} c_j \cdot \frac{1}{q^j} \) for some coefficients \( c_j \). In particular, it will be the case that

\[
c_j = \sum_{d=1}^{n} \frac{1}{j+d} \sum_{r|j+d, r \leq n/d} \mu(r).
\]

To see why this is true, note that the terms in (4) which contribute to \( c_j \) are exactly those for which \( ik = j + d \). Since \( \nu_i(d) = 0 \) for all \( d > i \), we can extend the sum over \( d \) to include values up to \( d = n \). Furthermore, because the sum has finitely many nonzero terms, we can interchange the order of summation so that

\[
\sum_{i=1}^{n} \sum_{d=1}^{i} \sum_{k=1}^{\infty} \left( \frac{\nu_i(d)}{ik} \cdot \frac{1}{q^{ik-d}} \right) = \sum_{d=1}^{n} \sum_{k=1}^{\infty} \sum_{i=1}^{n} \left( \frac{\nu_i(d)}{ik} \cdot \frac{1}{q^{ik-d}} \right).
\]

For any fixed \( d \), its contribution to \( c_j \) is

\[
\sum_{i,k}^{\nu_i(d)/ik \leq \frac{n}{d}} \nu_i(d) = \frac{1}{j + d} \sum_{i,k}^{\nu_i(d)/ik \leq \frac{n}{d}} \nu_i(d) = \frac{1}{j + d} \sum_{i,k}^{\nu_i(d)/ik \leq \frac{n}{d}} \nu_i(d) = \frac{1}{j + d} \sum_{r|j+d, r \leq n/d} \mu(r),
\]

where we have made the substitution \( r = \frac{j}{d} \) and used the definition of \( \nu \) in the last equality. Summing over all \( d \) gives us the desired expression for \( c_j \).

For the specific case of \( j = 0 \),

\[
c_0 = \sum_{d=1}^{n} \frac{1}{d} \sum_{r|d} \mu(r) = \sum_{d=1}^{n} \frac{1}{d}.
\]

Now consider the case in which \( j \in [1, \frac{n}{2}] \). If \( r|\frac{j+d}{d} \) then \( \frac{j+d}{d} \) is an integer, which implies that \( d \leq j \). It follows that \( j + d \leq 2j \leq n \), so \( r \leq \frac{n}{d} \) whenever \( r|\frac{j+d}{d} \). As a result,

\[
c_j = \sum_{d=1}^{n} \frac{1}{j + d} \sum_{r|\frac{j+d}{d}} \mu(r) = \sum_{d=1}^{n} \frac{1}{j + d} \cdot 0 = 0,
\]

where we have used the fact that the sum of \( \mu(r) \) over all divisors of \( \frac{j+d}{d} \) equals zero. Hence we can rewrite our expression as follows:

\[
\left| \sum_{i=1}^{n} \pi_j'(i) \log \left( 1 - \frac{1}{q^i} \right) \right| = \sum_{j=0}^{n} c_j \cdot \frac{1}{q^j} = \sum_{d=1}^{n} \frac{1}{d} + \sum_{j=[n/2]+1}^{\infty} c_j \cdot \frac{1}{q^j}.
\]

(5)

Our final task will be to bound the last summation. To do so, observe that

\[
\left| \sum_{r \in S} \mu(r) \right| \leq \frac{j + d}{2d}
\]

whenever \( S \) is a subset of divisors of \( \frac{j+d}{d} \). This follows from the fact that \( \mu(r) \) can only take on values of 1, -1, or 0 for at most \( \frac{j+d}{d} \) different values of \( r \), and that the sum of \( \mu(r) \) over all divisors of \( \frac{j+d}{d} \) equals zero. In particular, this holds when \( S \) is the subset of divisors that are at most \( \frac{n}{2} \), so

\[
|c_j| = \sum_{d=1}^{n} \frac{1}{j + d} \left| \sum_{r|\frac{j+d}{d}} \mu(r) \right| \leq \sum_{d=1}^{n} \frac{1}{j + d} \cdot \frac{j + d}{2d} = \sum_{d=1}^{n} \frac{1}{2d}.
\]
It follows that
\[
\left| \sum_{j=[n/2]+1}^{\infty} c_j \cdot \frac{1}{q^j} \right| \leq \sum_{j=[n/2]+1}^{\infty} \left| c_j \cdot \frac{1}{q^j} \right| \leq \sum_{j=[n/2]+1}^{\infty} \frac{1}{q^j} \sum_{d=1}^{\infty} \frac{1}{2d} = \frac{1}{2(q-1)q^{[n/2]}} \sum_{d=1}^{\infty} \frac{1}{d},
\]
which, along with equation (5), implies that
\[
\left( 1 - \frac{1}{2(q-1)q^{[n/2]}} \right) \sum_{i=1}^{n} \frac{\pi_q'(i)}{i} \leq \sum_{i=1}^{n} \frac{\pi_q(i) \log \left( 1 - \frac{1}{q^i} \right)}{i} \leq \left( 1 + \frac{1}{2(q-1)q^{[n/2]}} \right) \sum_{i=1}^{n} \frac{1}{i}. \tag{\text{□}}
\]

**Proposition 3.3.**
\[
\prod_{p \in \mathcal{P}_q, \deg p \leq n} \left( 1 - \frac{1}{||p||} \right) \leq \frac{1}{e^{\gamma n}}.
\]

**Proof.** From Lemma 3.2 we have
\[
-\sum_{i=1}^{n} \pi_q'(i) \log \left( 1 - \frac{1}{q^i} \right) \geq \sum_{i=1}^{n} \frac{1}{i} \left( 1 - \frac{1}{2(q-1)q^{n/2}} \right). \tag{\text{□}}
\]

For the harmonic number \( \sum_{i=1}^{n} \frac{1}{i} \), Pólya and Szegő [12] give a lower bound of
\[
\log n + \gamma + \frac{1}{2n} - \frac{1}{8n^2},
\]
which we can substitute into our inequality to obtain
\[
\sum_{i=1}^{n} \pi_q'(i) \log \left( 1 - \frac{1}{q^i} \right) \leq -\log n - \gamma - \frac{1}{2n} + \frac{1}{8n^2} + \frac{1}{2(q-1)q^{n/2}} \left( \log n + \gamma + \frac{1}{2n} - \frac{1}{8n^2} \right).
\]

We claim that in all but finitely many cases,
\[
-\frac{1}{2n} + \frac{1}{8n^2} + \frac{1}{2(q-1)q^{n/2}} \left( \log n + \gamma + \frac{1}{2n} - \frac{1}{8n^2} \right) \leq 0.
\]

First consider the case of \( q = 3 \). It can be calculated that the derivative of the expression with respect to \( n \) is negative for all \( n \geq 3 \), so the expression is decreasing in \( n \). The inequality can then be verified computationally for \( n \leq 3 \), so the inequality holds for all \( n \) when \( q = 3 \). Furthermore, the expression is decreasing in \( q \), so the fact that the inequality holds for \( q = 3 \) implies that it holds for all \( q \geq 3 \). Setting \( q = 2 \) and taking the derivative with respect to \( n \), it can be shown that the inequality also holds for \( q = 2 \) when \( n \geq 10 \). Hence in all of these cases
\[
\sum_{i=1}^{n} \pi_q'(i) \log \left( 1 - \frac{1}{q^i} \right) \leq -\log n - \gamma,
\]
and so
\[
\prod_{p \in \mathcal{P}_q, \deg p \leq n} \left( 1 - \frac{1}{||p||} \right) \leq \frac{1}{e^{\gamma n}}. \tag{\text{□}}
\]

The remaining cases in which \( q = 2 \) and \( n \leq 9 \) can be verified computationally to complete the proof.

**Proposition 3.4.** Except in the case \( q = 2 \) and \( n = 1 \),
\[
\prod_{p \in \mathcal{P}_q, \deg p \leq n} \left( 1 - \frac{1}{||p||} \right) > \frac{1}{e^{\gamma (n+1)}}.
\]

**Proof.** Once again from Lemma 3.2, we have
\[
-\sum_{i=1}^{n} \pi_q'(i) \log \left( 1 - \frac{1}{q^i} \right) \leq -\left( 1 + \frac{1}{2(q-1)q^{[n/2]}} \right) \sum_{i=1}^{n} \frac{1}{i}. \tag{\text{□}}
\]

From Young [15], we know that \( \sum_{i=1}^{n} \frac{1}{i} \) is bounded above by
\[
\log(n+1) + \gamma - \frac{1}{2n+2},
\]
so our inequality becomes
\[ \sum_{i=1}^{n} \pi'_q(i) \log \left(1 - \frac{1}{q^{\gamma}}\right) \geq - \log(n+1) - \gamma + \frac{1}{2n+2} - \frac{1}{2(q-1)q^{\lfloor n/2 \rfloor}} \left(\log(n+1) + \gamma - \frac{1}{2n+2}\right). \]

If we can show that the sum of the last two terms is nonnegative, then we will have
\[ \sum_{i=1}^{n} \pi'_q(i) \log \left(1 - \frac{1}{q^{\gamma}}\right) \geq - \log(n+1) - \gamma, \]
upon which exponentiating both sides gives the desired inequality.

We first prove this is true for \( q \geq 4 \). Our expression
\[ \frac{1}{2n+2} - \frac{1}{2(q-1)q^{\lfloor n/2 \rfloor}} \left(\log(n+1) + \gamma - \frac{1}{2n+2}\right) \]
is increasing with respect to \( q \), so it suffices to consider the case when \( q = 4 \). Because \( 4^{\lfloor n/2 \rfloor} \geq 2^{n-1} \), we only need to demonstrate that
\[ \frac{1}{3 \cdot 2^n} \left(\log(n+1) + \gamma - \frac{1}{2n+2}\right) \leq \frac{1}{2n+2}. \]
This inequality can be computationally verified for \( n = 1 \). For \( n \geq 2 \), we have \( \log(n+1) + \gamma - \frac{1}{2n+2} < n \), so it suffices to show
\[ \frac{n}{3 \cdot 2^n} \leq \frac{1}{2n+2}, \]
or equivalently, \( 0 \leq 3 \cdot 2^n - 2n^2 - 2n \). The right hand side equals zero when \( n = 2 \) or \( n = 3 \), and its derivative \( 3 \cdot 2^n \log 2 - 4n + 2 \) is positive for \( n \geq 3 \), so the inequality is true for all \( n \) when \( q \geq 4 \).

Similar analytic arguments can be used to show that the inequality is true for \( q = 3 \) when \( n \geq 8 \) and for \( q = 2 \) when \( n \geq 18 \), and the remaining cases can be checked through direct computation.

\[ \square \]

4. An Upper Bound for the Erdős Sum

Our bounds on the Mertens product are particularly well-suited for bounding subsets of a primitive set \( A \) whose members share a smallest irreducible common factor. Formally speaking, we choose an arbitrary ordering of \( \mathcal{I}_q \) that respects increasing degree and define \( p(f) \) and \( P(f) \) to be the monic irreducible factor of \( f \) which has least and greatest index according to this ordering, respectively. Then, we let \( A'_p = \{a \in A : p(a) = p\} \) and note that \( \{A'_p\}_{p \in \mathcal{I}_q} \) is a partition of \( A \). Because the Erdős sum converges for any primitive set \( A \), we can obtain an upper bound for \( F(A) \) by summing together upper bounds for \( F(A'_p) \) over all monic irreducibles \( p \).

When \( p \notin A \), we can bound \( F(A'_p) \) by adapting an argument that Lichtman and Pomerance developed for the integer case. We let \( g(a) \) represent the asymptotic density of monic multiples of \( a \) all of whose factors have degree at least that of \( P(a) \), whose formula is given by
\[ g(a) = \frac{1}{||a||} \prod_{\substack{f \in \mathcal{I}_q \\Rightarrow \\Delta f < P(a) \\wedge \\deg f \leq D(a)}} \left(1 - \frac{1}{||f||}\right). \]

We also define \( d(f) = \deg p(f) \) and \( D(f) = \deg P(f) \). Then we have the following bound for \( F(A'_p) \):

**Proposition 4.1.** Let \( A \subset \mathbb{F}_q[x] \) be primitive and \( p \notin A \) be irreducible. Unless \( q = 2 \) and \( \deg p = 1 \),
\[ F(A'_p) < e^\gamma g(p). \]

**Proof.** For each \( a \in A'_p \), Proposition 3.4 gives
\[ g(a) = \frac{1}{||a||} \prod_{\substack{f \in \mathcal{I}_q \\Rightarrow \\Delta f < P(a) \\wedge \\deg f \leq D(a)}} \left(1 - \frac{1}{||f||}\right) \geq \frac{1}{||a||} \prod_{\substack{f \in \mathcal{I}_q \\Rightarrow \\Delta f < P(a) \\wedge \\deg f \leq D(a)}} \left(1 - \frac{1}{||f||}\right) \geq \frac{1}{e^\gamma (D(a) + 1)||a||}. \]

Note that this holds even in the case \( q = 2 \), since \( \deg p > 1 \) implies \( D(a) > 1 \). When \( p \notin A \), we have \( \deg a \geq D(a) + 1 \), so
\[ g(a) > \frac{1}{e^\gamma ||a|| \deg a} = \frac{1}{e^\gamma F(a)}. \]
This gives us the preliminary upper bound
\[ \mathcal{F}(A'_p) = \sum_{a \in A'_p} \mathcal{F}(a) < e^\gamma \sum_{a \in A'_p} g(a). \]

To bound this last summation, note that \( A'_p \subset A \) is primitive. Thus if we define \( S_a = \{ fa : p(f) \geq P(a) \} \) for each \( a \in A'_p \), we see that the \( S_a \) must be pairwise disjoint. Because \( S_a \) consists of the monic multiples of \( a \) whose other irreducible factors have index at least \( P(a) \), the asymptotic density of \( S_a \) is \( g(a) \). \( S_a \) is contained in the set of all polynomials \( f \) such that \( p(f) = p(a) = p \), which has asymptotic density \( g(p) \). Because the \( S_a \) are disjoint,
\[ \sum_{a \in A'_p} g(a) \leq g(p). \]
It follows that \( \mathcal{F}(A'_p) \leq e^\gamma g(p) \), as desired. \( \square \)

When \( \deg p = 1 \), it is possible to obtain bounds for \( \mathcal{F}(A'_p) \) that are tighter than those which would be obtained by applying Proposition 4.1 directly. In order to do so, we will partition each \( A'_p \) into subsets \( A' \), which consist of elements of \( A'_p \) that are exactly divisible by \( t \).

**Proposition 4.2.** Let \( t \) be a product of degree 1 irreducibles and let \( A \) be primitive. Define \( A' = \{ a \in A : t|a \text{ and } d(a/t) \geq 2 \} \). If \( t \notin A \),
\[ \mathcal{F}(A') < e^\gamma \left( \frac{\|t\|}{\deg p + 1} \sum_{p \in I_q \setminus A} g(p) \right). \]

**Proof.** Let \( B^t = \{ a/t : a \in A' \} \). Note that \( B^t \) is primitive, and furthermore that if \( t \notin A \), then \( B^t \neq \{1\} \).

Because \( t \notin A \), we have
\[ \mathcal{F}(A') = \sum_{p \in I_q \setminus A, \deg p > 1} \mathcal{F}(t \cdot (B^t)'_p) \]
where set multiplication is defined in the natural way: \( f \cdot S = \{ f \cdot s : s \in S \} \). If \( p \notin (B^t)'_p \) then Proposition 4.1 gives us the strict inequality in
\[ \mathcal{F}(t \cdot (B^t)'_p) \leq \mathcal{F}((B^t)'_p) \leq e^\gamma \frac{g(p)}{\|t\|}. \]
If \( p \in (B^t)'_p \) then \( \mathcal{F}(t \cdot (B^t)'_p) = \mathcal{F}(tp) \). Using Proposition 3.4
\[ \mathcal{F}(tp) = \frac{1}{\|tp\| \deg tp} \leq \frac{1}{\|tp\|/(\deg p + 1)} < e^\gamma \frac{\prod_{f \in I_q, \deg f \leq \deg p} \left(1 - \frac{1}{\|f\|}\right)}{\|t\|} < \frac{e^\gamma g(p)}{\|t\|}. \]

Note that if \( \mathcal{F}((B^t)'_p) \neq 0 \) then \( A \) contains nontrivial multiples of \( p \) and thus \( p \notin A \). It follows that
\[ \sum_{p \in I_q \setminus A, \deg p > 1} \mathcal{F}(t \cdot (B^t)'_p) < e^\gamma \frac{\|t\|}{\|t\|} \sum_{p \in I_q \setminus A, \deg p > 1} g(p). \] \( \square \)

By summing over all possible \( t \), we can establish an upper bound for \( \sum_{p \in I_q, \deg p = 1} \mathcal{F}(A'_p) \). While our initial bound will depend on the proportion of irreducibles not contained in \( A \), we will later determine for which proportions this bound is maximized to obtain an upper bound independent of this quantity. Because the proof depends on Proposition 4.1, which does not always apply when \( q = 2 \), we will first establish the result for \( q \geq 3 \) and then consider the case \( q = 2 \) separately.

**Lemma 4.3.** Let \( \alpha \) be the proportion of degree 1 irreducibles not contained in \( A \). When \( q \geq 3 \),
\[ \sum_{p \in I_q, \deg p = 1} \mathcal{F}(A'_p) < (1 - \alpha) + e^\gamma \sum_{p \in I_q \setminus A, \deg p > 1} g(p) + e^\gamma \left( \frac{1}{q} \right)^q \left( \left( \frac{1}{q} \right)^{-\alpha q} - \alpha - 1 \right). \]  (6)
Proof. Let $K$ be the set of degree 1 irreducibles not contained in $A$, and note that $|K| = \alpha q$. Let $t$ denote a product of degree 1 irreducibles as before. If $t$ is a multiple of a degree 1 irreducible contained in $A$, then $A^t = 0$ and so $F(A^t) = 0$. Hence
\[
\sum_{p \in \mathcal{I}_q \atop \deg p = 1} F(A^t_p) = \sum_{t \in A \atop \deg t = 1} F(t) + \sum_{t \notin A \atop \deg t = 1} F(A^t) + \sum_{t \in A \cap \mathcal{P}(t) \subset K \atop \deg t > 1} F(A^t) + \sum_{t \notin A \cap \mathcal{P}(t) \subset K \atop \deg t > 1} F(t),
\]
where $\mathcal{P}(t)$ denotes the set of irreducible factors of $t$. The first sum equals
\[
\sum_{t \in A \atop \deg t = 1} \frac{1}{q} = \frac{(1 - \alpha)q}{q} = 1 - \alpha,
\]
and we can use Proposition 4.2 to bound the second sum as
\[
\sum_{t \notin A \atop \deg t = 1} F(A^t) < \sum_{t \notin A \atop \deg t = 1} \frac{\gamma}{||t||} \sum_{p \in \mathcal{I}_q \atop \deg p > 1} g(p) = \alpha \gamma \sum_{p \in \mathcal{I}_q \atop \deg p > 1} g(p).
\]
Similarly, we can bound the third sum as
\[
\sum_{t \in A \cap \mathcal{P}(t) \subset K \atop \deg t > 1} F(A^t) < \sum_{t \in A \cap \mathcal{P}(t) \subset K \atop \deg t > 1} \frac{\gamma}{||t||} \sum_{p \in \mathcal{I}_q \atop \deg p > 1} g(p) \leq \sum_{t \notin A \cap \mathcal{P}(t) \subset K \atop \deg t > 1} \frac{\gamma}{||t||} \sum_{p \in \mathcal{I}_q \atop \deg p > 1} g(p).
\]
Finally, when $q \geq 3$ and $\deg t > 1$, we can deduce that
\[
\frac{1}{||t|| \deg t} \leq \frac{1}{2 ||t||} \leq \frac{\gamma}{||t||} \left(1 - \frac{1}{q}\right)^q,
\]
where the last inequality holds because $\left(1 - \frac{1}{q}\right)^q$ is increasing with $q$ and $\gamma \left(1 - \frac{1}{3}\right)^3 = 0.52772 \ldots > \frac{1}{2}$. This allows us to bound the final sum as
\[
\sum_{t \in A \atop \deg t > 1} F(t) \leq \sum_{t \notin A \atop \deg t > 1} \frac{\gamma}{||t||} \left(1 - \frac{1}{q}\right)^q,
\]
upon which summing together our four bounds gives
\[
\sum_{p \in \mathcal{I}_q \atop \deg p = 1} F(A^t_p) < (1 - \alpha) + \alpha \gamma \sum_{p \in \mathcal{I}_q \atop \deg p > 1} g(p) + \sum_{t \in A \cap \mathcal{P}(t) \subset K \atop \deg t > 1} \frac{\gamma}{||t||} \sum_{p \in \mathcal{I}_q \atop \deg p > 1} g(p) + \sum_{t \notin A \cap \mathcal{P}(t) \subset K \atop \deg t > 1} \frac{\gamma}{||t||} \left(1 - \frac{1}{q}\right)^q.
\]
To simplify the third term of this expression, note that
\[
\sum_{p \in \mathcal{I}_q \atop \deg p = 1} g(p) = \frac{1}{q} \sum_{i = 0}^{q-1} \left(1 - \frac{1}{q}\right)^i = \frac{1}{q} \left(\left(1 - \frac{1}{q}\right)^q - 1\right) = 1 - \left(1 - \frac{1}{q}\right)^q.
\]
Because every polynomial is divisible by an irreducible, $\sum_{p \in \mathcal{I}_q \atop \deg p > 1} g(p) = 1$, which means
\[
\sum_{p \in \mathcal{I}_q \atop \deg p > 1} g(p) = 1 - \sum_{p \in \mathcal{I}_q \atop \deg p = 1} g(p) = \left(1 - \frac{1}{q}\right)^q.
\]
Using this formula for $\sum_{p \in \mathcal{I}_q \atop \deg p > 1} g(p)$ and combining the last two terms of the expression, our bound becomes
\[
\sum_{p \in \mathcal{I}_q \atop \deg p = 1} F(A^t_p) \leq (1 - \alpha) + \alpha \gamma \sum_{p \in \mathcal{I}_q \atop \deg p > 1} g(p) + \sum_{t \notin A \cap \mathcal{P}(t) \subset K \atop \deg t > 1} \frac{\gamma}{||t||} \left(1 - \frac{1}{q}\right)^q.
\]
We can evaluate the sum of reciprocals in the last term using an Euler-like product expansion because $\mathbb{F}_q[x]$ is a unique factorization domain (so that every $t$ is a product of exactly one combination of elements of $K$):
\[
\sum_{\deg t > 1 \atop \mathcal{P}(t) \subset K} \frac{1}{||t||} = \left(1 + \frac{1}{q} + \frac{1}{q^2} + \ldots\right)^{\alpha q} - \frac{\alpha q}{q} - 1 = \left(1 - \frac{1}{q}\right)^{-\alpha q} - \alpha - 1.
\]
Substituting this into our inequality above gives the desired bound.

**Proposition 4.4.** When \( q \geq 3 \),
\[
\sum_{p \in I_q \setminus A \atop \deg p > 1} \mathcal{F}(A'_p) \leq \max \left\{ 1, e^\gamma \sum_{p \in I_q \setminus A \atop \deg p > 1} g(p) + e^\gamma \left( 1 - 2 \left( 1 - \frac{1}{q} \right)^q \right) \right\}.
\]

**Proof.** We will show that the upper bound in Lemma 4.3 is maximized on \([0, 1]\) at \( \alpha = 0 \) or \( \alpha = 1 \). Fix the irreducible polynomials of degree at least 2 contained in \( A \) and define
\[
C := \sum_{p \in I_q \setminus A \atop \deg p > 1} g(p).
\]
Recall from Lemma 4.3 that
\[
C = \sum_{p \in I_q \setminus A \atop \deg p > 1} g(p) \leq \sum_{p \in I_q \setminus A \atop \deg p > 1} g(p) = \left( 1 - \frac{1}{q} \right)^q.
\]
Thus \( C \) is independent of \( \alpha \) and bounded between 0 and \( \frac{1}{e} \). Hence, we can treat \( C \) as a constant and prove the claim for all possible values of \( C \). Taking the second derivative of
\[
(1 - \alpha) + C e^\gamma + e^\gamma \left( 1 - \frac{1}{q} \right)^q \left( \left( 1 - \frac{1}{q} \right)^{-\alpha q} - \alpha - 1 \right),
\]
the upper bound in (6), with respect to \( \alpha \) gives
\[
e^\gamma \left( 1 - \frac{1}{q} \right)^q \log \left( \left( 1 - \frac{1}{q} \right)^{-q} \right)^2 \left( 1 - \frac{1}{q} \right)^{-\alpha q}.
\]
This quantity is always positive, so our upper bound is maximized at an endpoint of \([0, 1]\). When \( \alpha = 0 \), it equals 1, and when \( \alpha = 1 \), it equals
\[
C e^\gamma + e^\gamma \left( 1 - \frac{1}{q} \right)^q \left( \left( 1 - \frac{1}{q} \right)^{-q} - 2 \right),
\]
so \( \sum_{p \in I_q, \deg p > 1} \mathcal{F}(A'_p) \) is bounded above by the greater of these two values. \( \Box \)

By adding the upper bounds for \( \mathcal{F}(A'_p) \) with \( \deg p > 1 \) to the upper bound obtained in Proposition 4.4, we arrive at a final upper bound for our Erdős sum when \( q \geq 3 \).

**Theorem 4.5.** For \( 3 \leq q < 19 \) we have \( \mathcal{F}(A) \leq e^\gamma = 1.78107 \ldots \) and for \( q > 19 \) we have
\[
\mathcal{F}(A) \leq 1 + e^\gamma \left( 1 - \frac{1}{q} \right)^q + \sum_{p \in I_q \setminus A \atop \deg p > 1} \frac{1}{||p||(\deg p + 1)(\deg p)} < 1 + e^\gamma - 1 + \frac{\pi^2 - 9}{6} = 1.80015 \ldots.
\]

**Proof.** We can bound \( \mathcal{F}(A) \) by summing over disjoint subsets of \( A \), just as we did in the previous proposition:
\[
\mathcal{F}(A) = \sum_{p \in I_q \setminus A \atop \deg p > 1} \mathcal{F}(A'_p) + \sum_{p \in I_q \setminus A \atop \deg p > 1} \mathcal{F}(A'_p) + \sum_{p \in I_q \setminus A \atop \deg p > 1} \mathcal{F}(p).
\]
\[
< \sum_{p \in I_q \setminus A \atop \deg p > 1} \mathcal{F}(A'_p) + e^\gamma \sum_{p \in I_q \setminus A \atop \deg p > 1} g(p) + \sum_{p \in I_q \setminus A \atop \deg p > 1} \mathcal{F}(p).
\]
Here, we have used Proposition 4.4 for the second term. If the first sum in the bound is greater than 1, then we can bound it using Proposition 4.4 as
\[
\sum_{p \in I_q \setminus A \atop \deg p > 1} \mathcal{F}(A'_p) \leq e^\gamma \sum_{p \in I_q \setminus A \atop \deg p > 1} g(p) + e^\gamma \left( 1 - 2 \left( 1 - \frac{1}{q} \right)^q \right).
\]
We then bound the third sum using Proposition 3.4 as
\[
\sum_{p \in \mathcal{I}_q \cap A \atop \deg p > 1} \frac{1}{||p|| \deg p} \leq \sum_{p \in \mathcal{I}_q \cap A \atop \deg p > 1} \frac{1}{||p||(\deg p + 1)} \leq 2 \sum_{p \in \mathcal{I}_q \cap A \atop \deg p > 1} \frac{e^\gamma}{||p||} \prod_{f \in \mathcal{I}_q \atop \deg f \leq \deg p} \left(1 - \frac{1}{||f||}\right) < 2 e^\gamma \sum_{p \in \mathcal{I}_q \cap A \atop \deg p > 1} g(p).
\]

Now, inserting both of these estimates and combining all three sums of (8),
\[
\mathcal{F}(A) < e^\gamma \left(1 - 2 \left(1 - \frac{1}{q}\right)^q\right) + 2 e^\gamma \sum_{p \in \mathcal{I}_q \atop \deg p > 1} g(p) \leq e^\gamma \left(1 - 2 \left(1 - \frac{1}{q}\right)^q\right) + 2 e^\gamma \left(1 - \frac{1}{q}\right)^q = e^\gamma.
\]

If instead, the first sum of (8) is at most 1, then we treat the third sum in that expression more delicately. Since \(\deg p > 1\), we can bound the terms of this last sum with Proposition 3.4:
\[
\mathcal{F}(p) = \frac{1}{||p|| \deg p} \leq \frac{1}{||p||(\deg p + 1)} \cdot \frac{\deg p + 1}{\deg p} < \frac{e^\gamma}{||p||} \prod_{f \in \mathcal{I}_q \atop \deg f \leq \deg p} \left(1 - \frac{1}{||f||}\right) + \frac{1}{||p||(\deg p + 1)(\deg p)} < e^\gamma g(p) + \frac{1}{||p||(\deg p + 1)(\deg p)}.
\]

Inserting this bound in the third sum of (8), combining it with the second sum, and applying Proposition 4.4 to the first sum, we have
\[
\mathcal{F}(A) < 1 + e^\gamma \sum_{p \in \mathcal{I}_q \atop \deg p > 1} g(p) + \sum_{p \in \mathcal{I}_q \atop \deg p > 1} \frac{1}{||p||(\deg p + 1)(\deg p)} \leq 1 + e^\gamma \left(1 - \frac{1}{q}\right)^q + \sum_{p \in \mathcal{I}_q \atop \deg p > 1} \frac{1}{||p||(\deg p + 1)(\deg p)}.
\]

By numerically computing the sum over irreducible polynomials, we find that this bound is less than \(e^\gamma\) for all \(q \leq 19\). To obtain a bound independent of \(q\), we can bound the third sum above as
\[
\sum_{p \in \mathcal{I}_q \atop \deg p > 1} \frac{1}{||p||(\deg p + 1)(\deg p)} = \sum_{n=2}^{\infty} \frac{\pi_q'(n)}{n(n + 1)q^n} < \sum_{n=2}^{\infty} \frac{1}{n^2(n + 1)} = \frac{\pi^2 - 9}{6}
\]
and note that \(\left(1 - \frac{1}{q}\right)^q\) increases with \(q\) to \(\frac{1}{e^n}\), which gives
\[
\mathcal{F}(A) < 1 + e^{\gamma - 1} + \frac{\pi^2 - 9}{6} = 1.800153 \ldots
\]

Our proof above fails when \(q = 2\) because the inequality (7) in Lemma 4.3 no longer holds. However, it becomes true if we introduce a correction factor of \(2/e^\gamma = 1.122918 \ldots\):
\[
\frac{1}{||t|| \deg t} \leq \frac{1}{2||t||} = \frac{2}{e^\gamma} \cdot \frac{e^\gamma}{||t||} \left(1 - \frac{1}{2}\right)^2.
\]

By modifying the propositions above to take this correction factor into account, we can obtain an upper bound for the Erdős sum in the case \(q = 2\).
Theorem 4.6. When $q = 2$, 
\[ \mathcal{F}(A) < 1 + \frac{e^\gamma}{2} = 1.890536\ldots. \]

Proof. Because we are introducing a factor of $2/e^\gamma$ in the right hand side of
\[ \frac{1}{||p|| \deg p} \leq e^\gamma \left( 1 - \frac{1}{q} \right)^q, \]
our upper bound from Lemma 4.3 becomes
\[ \sum_{p \in I_q \atop \deg p = 1} \mathcal{F}(A'_p) \leq (1 - \alpha) + \alpha e^\gamma \sum_{p \in I_2 \setminus A \atop \deg p > 1} g(p) + 2 \left( 1 - \frac{1}{q} \right)^q \left( \left( 1 - \frac{1}{q} \right)^{-\alpha q} - \alpha - 1 \right). \]
The right hand expression is still convex as a function of $\alpha$ by the same reasoning as Proposition 4.4 so
\[ \sum_{p \in I_2 \atop \deg p > 1} \mathcal{F}(A'_p) \leq \max \left\{ 1, e^\gamma \sum_{p \in I_2 \setminus A \atop \deg p > 1} g(p) + 2 \left( 1 - 2 \left( 1 - \frac{1}{2} \right)^2 \right) \right\}. \tag{10} \]
If $\sum_{p \in I_q \atop \deg p = 1} \mathcal{F}(A'_p) \leq 1$, then the same argument as in Theorem 4.5 when this sum is bounded by 1 applies, and we can bound
\[ \mathcal{F}(A) \leq 1 + e^\gamma \left( 1 - \frac{1}{2} \right)^2 + \sum_{p \in I_2 \atop \deg p > 1} \frac{1}{||p|| \deg p + 1} < e^\gamma \]
as in \[9\]. Otherwise, inserting the second bound in \[10\] into \[8\] and following as above yields
\[ \mathcal{F}(A) < 2 \left( 1 - 2 \left( 1 - \frac{1}{2} \right)^2 \right) + 2e^\gamma \left( 1 - \frac{1}{2} \right)^2 = 1 + \frac{e^\gamma}{2}. \]

5. The Banks-Martin Inequality

Recall that the analogue of the Banks-Martin conjecture for $\mathbb{F}_q[x]$ states that
\[ \mathcal{F}(I_1, q) > \mathcal{F}(I_2, q) > \mathcal{F}(I_3, q) \ldots, \]
where $I_{k, q}$ represents the set of monic polynomials in $\mathbb{F}_q[x]$ with $k$ irreducible factors counted with multiplicity. Analogously to the observation of Lichtman \[8\], we find that the conjecture is false for $q = 2, 3,$ and 4 by direct numerical computation in Section 6.3. However, in this section we will show that for each $q$, there exists $q_0$ such that the inequality holds up to $\mathcal{F}(I_{k, q})$ for all $q \geq q_0$, and we will establish an upper bound on the size of $q_k$.

5.1. Bounds for $\pi^*_q(n,k)$ and $\pi^*_q(n)$. Let $\pi^*_k(n)$ denote the number of monic polynomials of degree $n$ in $\mathbb{F}_q[x]$ with $k$ irreducible divisors including multiplicity. Since
\[ \mathcal{F}(I_{k, q}) = \sum_{a \in I_{k, q}} \frac{1}{||a|| \deg a} = \sum_{n=1}^{\infty} \frac{\pi^*_k(n)}{nq^n}, \]
the growth of $\mathcal{F}(I_{k, q})$ is determined by $\pi^*_k(n)$. Similarly, if we let $I^*_k = \{ f \in I_{k, q} : f \text{ squarefree} \}$ and $\pi^*_k(n)$ denote the number of squarefree monics of degree $n$ with $k$ irreducible divisors, then the growth of $\mathcal{F}(I^*_k)$ is determined by $\pi^*_k(n)$. Thus we can obtain bounds for $\mathcal{F}(I_{k, q})$ and $\mathcal{F}(I^*_k)$ by bounding their respective counting functions $\pi^*_k(n)$ and $\pi^*_k(n)$.

Proposition 5.1.
\[ \pi^*_k(n) \leq \frac{1}{k!} \sum_{j_1 + \ldots + j_k = n} \pi^*_q(j_1) \pi^*_q(j_2) \ldots \pi^*_q(j_k). \]

Proof: $\pi^*_k$ counts polynomials of the form $p_1 p_2 \ldots p_k$, where the $p_i$ are distinct irreducibles with degrees $j_i$ such that $j_1 + \ldots + j_k = n$. There are $\pi^*_q(j_1) \pi^*_q(j_2) \ldots \pi^*_q(j_k)$ ways to choose $k$ irreducibles with respective degrees $j_1, \ldots, j_k$. However, this product includes in its count some non-squarefree polynomials, and for the polynomials that are squarefree, there are $k!$ different ways we can order them to obtain the same product. Hence, summing over all tuples $j_1, \ldots, j_k$ that sum to $n$ and dividing by $k!$ gives an upper bound for $\pi^*_k(n)$. \[\square\]
Proposition 5.2.

\[ \pi'_k(n) \geq \frac{1}{k!} \sum_{j_1, \ldots, j_k} \pi'_q(j_1) \pi'_q(j_2) \ldots \pi'_q(j_k). \]

\[ \pi'_q(j_1) \pi'_q(j_2) \ldots \pi'_q(j_k). \]

Proof. We can write each polynomial counted by \( \pi'_q(n) \) as \( p_1 p_2 \ldots p_k \), where the \( p_i \) are not necessarily distinct irreducibles. There are \( \pi'_q(j_1) \pi'_q(j_2) \ldots \pi'_q(j_k) \) ways to choose the irreducibles \( p_1, \ldots, p_k \) with degrees \( j_1, \ldots, j_k \), and these irreducibles can be ordered in \( k! \) ways. However, if not all irreducibles are distinct, then some reorderings will result in the same polynomial, meaning that dividing by \( k! \) undercounts the total number of polynomials. Summing over tuples \( j_1, \ldots, j_k \) that sum to \( n \) gives a lower bound for \( \pi'_k(n) \).

5.2. An Upper Bound for \( \mathcal{F}(I_{k,q}) \).

In order to obtain an upper bound for \( \mathcal{F}(I_{k,q}) \), we will first bound \( \mathcal{F}(I_{k,q}^*) \) using our bounds for \( \pi'_k(n) \). We will use the following result of Mordell, stated in greater generality than is needed here, as it will be useful for the computations in Section 6.2.

**Theorem 5.3** (Mordell [10]). For any positive integer \( k \) and \( a > -k \) we have

\[ \sum_{1 \leq n_1, n_2, \ldots, n_k} \frac{1}{n_1 n_2 \cdots n_k (n_1 + n_2 + \cdots + n_k + a)} = k! \left( 1 + \frac{1 - a}{1!} k^{1} + \frac{(1 - a)(2 - a)}{2!} k^{2} + \cdots \right) \]

\[ = k! \sum_{i=0}^{\infty} \frac{(-1)^i}{(i+1)!} \binom{a - 1}{i}, \]

where the sum ranges over all \( k \)-tuples of positive integers.

**Remark 5.4.** Note that when \( a = 0 \), the expression on the right in (11) is equal to \( k! \zeta(k + 1) \), where \( \zeta(s) = \sum_{n=1}^{\infty} 1/n^s \) is the Riemann zeta function. When \( a \) is a positive integer, the right hand sum is finite, so the result is a rational number.

**Proposition 5.5.**

\[ \mathcal{F}(I_{k,q}) \leq \zeta(k + 1). \]

Proof. By Proposition 5.1 we have

\[ \pi'_k(n) \leq \frac{1}{k!} \sum_{j_1 + \cdots + j_k = n} \pi'_q(j_1) \pi'_q(j_2) \ldots \pi'_q(j_k). \]

Recalling that \( \pi'_q(n) \leq \frac{q^n}{n} \), we see that

\[ \mathcal{F}(I_{k,q}^*) = \sum_{n=1}^{\infty} \pi'_k(n) n^{-q} \leq \frac{1}{k!} \sum_{n=1}^{\infty} \sum_{j_1 + \cdots + j_k = n} \frac{\pi'_q(j_1) \ldots \pi'_q(j_k)}{n^{-q}} \leq \frac{1}{k!} \sum_{n=1}^{\infty} \sum_{j_1 + \cdots + j_k = n} \frac{1}{n^{1q_1} \cdots j_k^{1q_k}}. \]

By Theorem 5.3 this right hand sum equals \( \zeta(k + 1) \), giving us the desired result.

**Proposition 5.6.** For \( k \geq 3 \),

\[ \mathcal{F}(I_{k,q}) \leq \zeta(k + 1) + \log \left( \frac{q}{q-1} \right) \zeta(k - 1). \]

Proof. Proposition 5.5 gives us an upper bound for the Erdős sum over squarefree elements of \( I_{k,q} \); all that remains is to consider the contribution from the non-squarefree terms, which are polynomials of the form \( p_1^2 p_2 \ldots p_{k-1} \), where the \( p_i \) are not necessarily distinct irreducibles. If we let \( j_i = \deg p_i \), then there are at most \( \pi'_q(j_1) \pi'_q(j_2) \ldots \pi'_q(j_{k-1}) \) polynomials \( p_1^2 p_2 \ldots p_{k-1} \) whose factors have the corresponding degrees \( j_1, \ldots, j_{k-1} \). Hence our sum over non-squarefree terms is bounded above by

\[ \sum_{j_1 + \cdots + j_{k-1}} \frac{\pi'_q(j_1) \ldots \pi'_q(j_{k-1})}{(2j_1 + j_2 + \cdots + j_{k-1}) q^{2j_1 + j_2 + \cdots + j_{k-1}}} \leq \sum_{j_1 + \cdots + j_{k-1}} \frac{1}{j_1 j_2 \ldots j_{k-1} (j_1 + \cdots + j_{k-1}) q^{j_1}} \]

\[ \leq \sum_{j_1} \frac{1}{j_1 q^{j_1}} \sum_{j_2 + \cdots + j_k} \frac{1}{j_2 \ldots j_{k-1} (j_2 + \cdots + j_k)} \]

\[ = \log \left( \frac{q}{q-1} \right) \zeta(k - 1), \]
where once again we have used Theorem 5.3 to obtain the last equality. Note that the second line requires $k \geq 3$. Combining our bounds for the squarefree and non-squarefree elements in $\mathcal{I}_{k,q}$ yields a total upper bound of
\[
\zeta(k+1) + \log\left(\frac{q}{q-1}\right) \zeta(k-1).
\]

Since $\log\left(\frac{q}{q-1}\right)$ decreases to zero as $q$ tends to infinity, this upper bound gets arbitrarily close to $\zeta(k+1)$ whenever $\zeta(k-1)$ converges. However, we will need a separate bound for $k = 2$.

**Proposition 5.7.**
\[
\mathcal{F}(\mathcal{I}_{2,q}) \leq \zeta(3) + \frac{1}{2} \text{Li}_2 \left(\frac{1}{q}\right),
\]
where $\text{Li}_2(x) = \sum_{k=1}^{\infty} \frac{x^k}{k^2}$ is the dilogarithm function.

**Proof.** The only elements in $\mathcal{I}_{2,q}$ that are not squarefree are the squares of irreducibles, which contribute
\[
\sum_{f \in \mathcal{I}_q} \frac{1}{||f^2|| \deg(f^2)} = \sum_{n=1}^{\infty} \frac{\pi_q'(n)}{2nq^{2n}} \leq \sum_{n=1}^{\infty} \frac{1}{2n^2q^n} = \frac{1}{2} \text{Li}_2 \left(\frac{1}{q}\right)
\]
to the upper bound. Since the Erdős sum over the squarefrees is bounded above by $\zeta(3)$ by Proposition 5.5
\[
\mathcal{F}(\mathcal{I}_{2,q}) = \mathcal{F}(\mathcal{I}_{2,q}^*) + f(\mathcal{I}_{2,q} \setminus \mathcal{I}_{2,q}^*) \leq \zeta(3) + \frac{1}{2} \text{Li}_2 \left(\frac{1}{q}\right).
\]

**5.3. A Lower Bound for $\mathcal{F}(\mathcal{I}_{k,q})$.** Having established an upper bound for $\mathcal{F}(\mathcal{I}_{k,q})$, we now find a lower bound for the same sum.

**Proposition 5.8.**
\[
\mathcal{F}(\mathcal{I}_{k,q}) \geq \left(1 - \frac{\sqrt{q}}{q-1}\right)^k \zeta(k+1).
\]

**Proof.** By Proposition 5.2 we have
\[
\mathcal{F}(\mathcal{I}_{k,q}) \geq \frac{1}{k!} \sum_{n=1}^{\infty} \sum_{j_1 + \ldots + j_k = n} \frac{\pi_q'(j_1) \ldots \pi_q'(j_k)}{nq^n}.
\]
Expanding this out using the lower bound from Proposition 2.1 gives
\[
\mathcal{F}(\mathcal{I}_{k,q}) \geq \frac{1}{k!} \sum_{n=1}^{\infty} \sum_{j_1 + \ldots + j_k = n} \frac{(q^{j_1} - q^{-1}) \ldots (q^{j_k} - q^{-1})}{n^{j_1} \ldots j_k q^n}.
\]
Factoring out $q^l$ from each term in the numerator, the right hand sum becomes
\[
\mathcal{F}(\mathcal{I}_{k,q}) \geq \frac{1}{k!} \sum_{n=1}^{\infty} \sum_{j_1 + \ldots + j_k = n} \frac{(1 - q^{-1}) \ldots (1 - q^{-1})}{n^{j_1} \ldots j_k}.
\]
As $j_i \geq 1$ for all $i$, we can bound the sum below by
\[
\frac{1}{k!} \sum_{n=1}^{\infty} \sum_{j_1 + \ldots + j_k = n} \frac{(1 - q^{-1})^k}{n^{j_1} \ldots j_k} = \left(1 - \frac{\sqrt{q}}{q-1}\right)^k \frac{1}{k!} \sum_{n=1}^{\infty} \sum_{j_1 + \ldots + j_k = n} \frac{1}{n^{j_1} \ldots j_k} = \left(1 - \frac{\sqrt{q}}{q-1}\right)^k \zeta(k+1)
\]
where the last step uses Theorem 5.3.\qed
5.4. The Banks-Martin Inequality for Fixed $k$. The upper and lower bounds for $\mathcal{F}(I_{k,q})$ established in Propositions 5.6 and 5.8 both approach $\zeta(k+1)$ as $q$ increases. Because $\zeta(n) > \zeta(n+1)$, it follows that for each $k \in \mathbb{N}$, there exists $q_k$ such that the following chain of inequalities holds in $F_q[x]$ for all $q \geq q_k$:

$$\mathcal{F}(I_{1,q}) > \mathcal{F}(I_{2,q}) > \ldots > \mathcal{F}(I_{k,q}).$$

In the following theorem, we establish how large $q_k$ must be in order to guarantee that this chain of inequalities will hold.

**Theorem 5.9.** For each $k \in \mathbb{N}$, there exists an integer $q_k = O(k^2 4^k)$ such that

$$\mathcal{F}(I_{1,q}) > \mathcal{F}(I_{2,q}) > \ldots > \mathcal{F}(I_{k,q})$$

for all $q \geq q_k$. In particular, we have that $q_k < 4.03(k-1)^2 4^k \zeta(k)^2$.

**Proof.** We first address the case $k = 2$, which must be handled separately because the bounds in Propositions 5.6 and 5.8 do not apply. Instead, we can use Propositions 2.2 and 5.7, which, along with the fact that

$$\pi^2 \over 6 - \frac{q}{q-1} \text{Li}_{2}(\frac{1}{q}) \geq \zeta(3) + \frac{1}{2} \text{Li}_{2}(\frac{1}{q})$$

for all $q \geq 11$, are sufficient to prove that $\mathcal{F}(I_{1,q}) \geq \mathcal{F}(I_{2,q})$ for all such $q$.

Now fix a natural number $k \geq 3$. In order to find a value of $q$ such that $\mathcal{F}(I_{k-1,q}) > \mathcal{F}(I_{k,q})$ for all $k' \leq k$, it suffices to find $q$ such that

$$\left(1 - \frac{\sqrt{q}}{q-1}\right)^{k'-1} \zeta(k') > \zeta(k' + 1) + \log\left(\frac{q}{q-1}\right) \zeta(k'-1)$$

for all $k' \leq k$ because of Propositions 5.6 and 5.8. Equivalently, we need

$$\left(1 - \frac{\sqrt{q}}{q-1}\right)^{k'-1} \zeta(k') - \zeta(k' + 1) - \log\left(\frac{q}{q-1}\right) \zeta(k'-1) > 0.$$

It is not too difficult to show that the left hand expression is increasing in $q$, which implies that if the inequality holds for $q_k$ then it holds for all $q > q_k$. It is more challenging to show that the expression is decreasing with respect to $k'$, but this can be accomplished for $q \geq 7$ and $k' \geq 4$ using bounds on the forward difference of the Riemann zeta function, as found in [1]. Hence if $q \geq 7$ satisfies the inequality when $k' = k$, it will satisfy the inequality for all $4 \leq k' \leq k$. In fact, because the inequality holds when $k = 3$ and $q = 413$, and we have already shown that $\mathcal{F}(I_{1,q}) \geq \mathcal{F}(I_{2,q})$ for all $q \geq 11$, the inequality holding for $k' = k$ implies that it holds for all $k' < k$ as long as $q \geq 413$.

Thus our task is as follows: given any $k \geq 4$, we must find a value of $q$ such that

$$\left(1 - \frac{\sqrt{q}}{q-1}\right)^{k-1} \zeta(k) - \zeta(k + 1) - \log\left(\frac{q}{q-1}\right) \zeta(k-1) > 0.$$

Bounding the coefficient of $\zeta(k)$ above by $(1 - (k-1) \frac{\sqrt{q}}{q-1})$, we see it is sufficient to show that

$$(\zeta(k) - \zeta(k + 1)) - (k-1) \frac{\sqrt{q}}{q-1} \zeta(k) - \log\left(\frac{q}{q-1}\right) \zeta(k-1) > 0.$$

From a special case of the principal result of [1], we know that

$$\zeta(k) - \zeta(k + 1) > \frac{1}{2k+1}.$$

Using this and the bound $\log\left(\frac{q}{q-1}\right) \leq \frac{1}{q-1}$, this reduces to showing that

$$\frac{1}{2k+1} - (k-1) \frac{\sqrt{q}}{q-1} \zeta(k) - \frac{1}{q-1} \zeta(k-1) > 0.$$

Clearing out the denominators, we find the equivalent statement

$$(q - 1) - 2k+1(k-1)\zeta(k)\sqrt{q} - 2k+1\zeta(k-1) > 0.$$

Letting $a = 2^k \zeta(k-1) + 1$ and $b = (k-1)2^k \zeta(k)$, we need that $q - b \sqrt{q} - a > 0$. By the quadratic formula, this inequality will be true for any

$$q \geq \frac{\sqrt{4ab^2 + b^4 + 2a + b^2}}{2}.$$
Because we seek an upper bound for \( q_k \), we can define the constant \( \eta \) to equal \( a/b^2 \) for \( k = 4 \). Because \( a/b^2 \) decreases exponentially in \( k \), this means \( 4ab^2 \leq 4b^4 \) and \( 2a \leq 2b^2 \) for all \( k \geq 4 \). Explicitly, \( \eta = \frac{2^{\zeta(3)+1}}{9\cdot 2^{\zeta(4)+1}} \approx 0.00365 \). Then

\[
q_k \leq \frac{\sqrt{4ab^2 + b^4} + 2ab^2 + b^2}{2} = \frac{b^2}{2} \left( 1 + 2\eta + \sqrt{1 + 4\eta} \right)
\]

will also be sufficient. The fact that \( \zeta(k)^2 = O(1) \) gives us that \( q_k = O(k^2 4^k) \). The constant evaluates to 0.02919... \( < 4.03 \), which gives us the rest of the theorem.

\[\square\]

6. Computation of \( \mathcal{F}(\mathcal{I}_{k,q}) \)

As over the integers, the partial sums of \( \mathcal{F}(\mathcal{I}_{k,q}) \) converge very slowly once \( k \geq 2 \). While it is possible to compute these sums using the technique developed in [8] for the sums over the integers with \( k \) prime factors, we develop a new method for estimating the size of the tails of these sums after precomputing the counts of polynomials having at most \( k \) factors, all less than some degree \( N \). Experimentally, this method is able to compute the values of these sums much faster and with greater precision. The key idea will be to use the more general form of Theorem 5.3. We start with a formula for computing the number of “smooth” polynomials (smooth meaning that all of the divisors have degree smaller than some fixed bound) with a fixed number of divisors.

6.1. Smooth polynomials with \( k \) irreducible factors. Let \( \Psi_{k,q}(n, m) \) denote the count of monic polynomials of degree \( n \) with exactly \( k \) irreducible factors all of degree at most \( m \).

**Theorem 6.1.** We can compute \( \Psi_k(n, N) \) from the values of \( \pi' \) by the formula

\[
\Psi_k(n, m) = \sum_{\ell_1 + 2\ell_2 + \ldots + m \ell_m = n, j \ell_j = m} \prod_{j=1}^{m} \left( \ell_j + \pi'_q(j) - 1 \right),
\]

where each \( \ell_j \) is a nonnegative integer.

**Proof.** Fix \( n, k \) and \( m \), and group the polynomials of degree \( n \) with \( k \) irreducible factors of degree at most \( m \) according to the multiplicities of the degrees of their factors. That is, for any polynomial \( f \) we define its class by the sequence \( \{\ell_j\} \), where \( \ell_j := \# \{ p \in \mathcal{I} : \deg(p) = j \} \). Conversely, each sequence of \( \{\ell_j\} \) defines a class of polynomials, which is included in our count if and only if \( \sum_{j=1}^{m} \ell_j = k \) and \( \sum_{j=1}^{m} j \ell_j = n \).

Now it remains to count the number of polynomials in each such class. There are \( \pi_q'(j) \) monic irreducible polynomials of degree \( j \), and we need to choose \( \ell_j \) of them with repetition, where order does not matter. The number of ways to select \( \ell_j \) such irreducible polynomials of degree \( j \) with the potential for repetition is \( (\ell_j + \pi_q'(j) - 1) \). Multiplying these terms then gives the number of polynomials contained in each class.

\[\square\]

6.2. Effective computation of \( \mathcal{F}(\mathcal{I}_{k,q}) \). We can expand on the idea of Section 2.1 to obtain an algorithm which can rapidly compute the value of \( \mathcal{F}(\mathcal{I}_{k,q}) \) for any \( q \) and \( k \). The key idea is to use the full generality of Theorem 5.3 to estimate the size of the tail after approximating with a partial sum.

In this case, for a fixed \( N \) the values of \( \pi_q'(n) \) are computed for all \( n \leq N \). Let \( d(f) \), \( D(f) \) and \( \Omega(f) \) denote, as before, the degrees of the smallest irreducible factor of \( f \), the degree of the largest irreducible factor of \( f \) and the total number of irreducible factors of \( f \) respectively. We then write

\[
\mathcal{F}(\mathcal{I}_{k,q}) = \sum_{f \in \mathcal{I}_{k,q}} \frac{1}{||f|| \deg f} = \sum_{f \in \mathcal{I}_{k,q}, \Omega(f) \leq N} \frac{1}{||f|| \deg f} + \sum_{f \in \mathcal{I}_{k,q}, \Omega(f) > N} \frac{1}{||f|| \deg f}.
\]

(12)

The first sum above is computed exactly, using the precomputed values of \( \pi_q'(n) \), as

\[
S_{k,N,q} = \sum_{f \in \mathcal{I}_{k,q}, \Omega(f) \leq N} \frac{1}{||f|| \deg f} = \sum_{k \leq n \leq N} \frac{\Psi_{k,q}(n, N)}{nq^n},
\]

where the value of \( \Psi_{k,q}(n, N) \) is computed using Theorem 6.1.
The second sum will be estimated using a combination of the precomputed values and estimates for the tail using the “Mordell Sum”

\[
M(k, N, a) = \sum_{n_1, n_2, \ldots, n_k \leq N} \frac{1}{n_1 n_2 \cdots n_k (n_1 + n_2 + \cdots + n_k + a)}.
\]  

Note that when \( N = 1 \), the value of \( M(k, 1, a) \) is given by Theorem \( 5.3 \) as

\[
M(k, 1, a) = k! \sum_{i=0}^{\infty} \frac{(-1)^i}{(i+1)^{k+1}} \binom{a-1}{i},
\]

which for all \( a \geq 0 \) will either be a rational number or a multiple of \( \zeta(k+1) \). We can then recursively compute values of this sum for larger values of \( N \) using the recurrence

\[
M(k, N, a) = M(k, N-1, a) - \frac{M(k-1, N-1, a + (N-1))}{N-1} + \ldots
\]

\[
= \sum_{i=0}^{k} (-1)^i M(k - i, N - 1, a + i(N - 1)),
\]

which is obtained using an inclusion-exclusion argument over sums where the least allowed term is \( (N - 1) \).

We start by obtaining an upper bound for the rightmost sum in (12). We rewrite this sum as follows, where \( \sum' \) is used to denote that the innermost sum is evaluated over squarefree polynomials.

\[
\sum_{f \in \mathcal{I}_{k,q}} \frac{1}{||f|| \deg f} = \sum_{i=1}^{k} \sum_{D(f) \leq N} \sum_{q \in \mathcal{I}_{i,q}} \frac{1}{||fg|| \deg fg} + \sum_{f \in \mathcal{I}_{k,q}} \frac{1}{||f|| \deg f}
\]

\[
\quad = \sum_{i=1}^{k} \sum_{n \leq (k-i)N} \frac{\Psi'_{k-i,q}(n,N)}{q^n} + \sum_{f \in \mathcal{I}_{k,q}} \frac{1}{||f|| \deg f}.
\]

Consider the left hand sum above. By the same argument as in the proof of Proposition \( 5.1 \) we can bound the innermost sum over squarefree polynomials by

\[
\sum_{f \in \mathcal{I}_{k,q}} \frac{1}{||f|| \deg f} \leq \frac{1}{d^i} \sum_{N < j_1, \ldots, j_i} q^{j_1 + j_2 + \cdots + j_i} (j_1 + j_2 + \cdots + j_i + n)
\]

\[
\leq \frac{1}{d^i} \sum_{N < j_1, \ldots, j_i} q^{j_1 j_2 \cdots j_i} (j_1 j_2 \cdots j_i) (j_1 + j_2 + \cdots + j_i + n)
\]

\[
\leq \frac{1}{d^i} \sum_{N < j_1, \ldots, j_i} (j_1 j_2 \cdots j_i) (j_1 + j_2 + \cdots + j_i + n) = \frac{1}{d^i} M(i, N + 1, n).
\]

Here we have used again Proposition \( 2.1 \) to obtain an upper bound for \( \pi'(j) \). We then bound the rightmost sum of (14) over “squarefull” polynomials by

\[
\sum_{f \in \mathcal{I}_{k,q}} \frac{1}{||f|| \deg f} \leq \sum_{p \in \mathcal{I}_{q}} \frac{1}{q^{2 \deg p}} \sum_{f \in \mathcal{I}_{k-2,q}} \frac{1}{||f|| \deg f}
\]

\[
= \mathcal{F}(\mathcal{I}_{k-2,q}) \sum_{N < n} \frac{\pi'_q(n)}{q^{2n}} < 2 \sum_{N < n} \frac{1}{nq^n} < \frac{2}{Nq^{N+1}} (1 - 1/q) < \frac{2}{Nq^N}.
\]
Using this and \[15\) in \[14\), we get the bound
\[
\sum_{f \in \mathcal{L}_{k,q}} \frac{1}{\|f\| \deg f} \leq \sum_{i=1}^{k} \sum_{n \leq (i-1)N} \frac{1}{i!q^n} \Psi_{k-i,q}(n, N) M(i, N+1, n) + \frac{2}{Nq^N} 
\]
\[
= R_{k,N,q} + \frac{2}{Nq^N}. \tag{16}
\]
We can similarly get a lower bound. We start by writing
\[
\sum_{f \in \mathcal{L}_{k,q}} \frac{1}{\|f\| \deg f} = \sum_{i=1}^{k} \sum_{f \in \mathcal{L}_{k-i,q}} \sum_{g \in \mathcal{L}_{i,q}} \frac{1}{\|fg\| \deg g} 
\]
\[
= \sum_{i=1}^{k} \sum_{n \leq (k-i)N} \frac{\Psi_{k-i,q}(n, N)}{q^n} \sum_{g \in \mathcal{L}_{i,q}} \frac{1}{\|g\| (\deg g + n)} 
\]
\[
\geq \sum_{i=1}^{k} \sum_{n \leq (k-i)N} \frac{\Psi_{k-i,q}(n, N)}{q^n} \frac{1}{i!} \sum_{N<j_1 \ldots j_i} \pi'_q(j_1) \pi'_q(j_2) \ldots \pi'_q(j_i) \frac{q^{j_1+j_2+\ldots+j_i}(j_1+j_2+\ldots+j_i+n)}{q^{j_1+j_2+\ldots+j_i}(j_1+j_2+\ldots+j_i+n)}. \tag{17}
\]
This time we don’t restrict to squarefree polynomials, and the argument for the lower bound is the same as that of Proposition 5.2. We use Proposition 2.3 to bound this innermost sum from below as
\[
\sum_{N<j_1,\ldots,j_i} \pi'_q(j_1) \pi'_q(j_2) \ldots \pi'_q(j_i) \frac{q^{j_1+j_2+\ldots+j_i}(j_1+j_2+\ldots+j_i+n)}{q^{j_1+j_2+\ldots+j_i}(j_1+j_2+\ldots+j_i+n)} \geq \sum_{N<j_1,\ldots,j_i} \frac{(q^{j_1}-q^{j_1/2})(q^{j_2}-q^{j_2/2}) \ldots (q^{j_i}-q^{j_i/2})}{(q^{j_1+j_2+\ldots+j_i}(j_1+j_2+\ldots+j_i+n))} 
\]
\[
= \sum_{N<j_1,\ldots,j_i} \frac{(1-q^{j_1/2})(1-q^{j_2/2}) \ldots (1-q^{j_i/2})}{j_1 \ldots j_i (j_1+j_2+\ldots+j_i+n)} \frac{1-q^{-N/2}}{j_1 \ldots j_i (j_1+j_2+\ldots+j_i+n)} \]
\[
= \left(1 - \frac{q}{q-1} \cdot q^{-N/2}\right) M(i, N+1, n). \tag{18}
\]
Inserting this in \[17\) gives
\[
\sum_{f \in \mathcal{L}_{k,q}} \frac{1}{\|f\| \deg f} \geq \sum_{i=1}^{k} \left(1 - \frac{q^{i-1}}{q-1} \right) \sum_{n \leq (i-1)N} \frac{1}{i!q^n} \Psi_{k-i,q}(n, N) M(i, N+1, n) 
\]
\[
= R_{k,N,q} - \frac{q^{i-1/N/2}}{q-1} \sum_{i=1}^{k} \sum_{n \leq (i-1)N} \frac{\Psi_{k-i,q}(n, N)}{(i-1)!q^n} M(i, N+1, n). 
\]
Thus we can approximate \(\mathcal{F}(\mathcal{L}_{k,q}) \approx S_{k,N,q} + R_{k,N,q}\), with the effective bounds
\[
\frac{q^{i-1/N/2}}{q-1} \sum_{i=1}^{k} \sum_{n \leq (i-1)N} \frac{\Psi_{k-i,q}(n, N)}{(i-1)!q^n} M(i, N+1, n) \leq \mathcal{F}(\mathcal{L}_{k,q}) - S_{k,N,q} - R_{k,N,q} < \frac{2}{Nq^N}. \tag{19}
\]
6.3. Numerical Computations. Code was written in C++ to compute the bounds in \[19\) using MPFR for multiple-precision floating-point computations with correct rounding. Using \(N = 80\), we have computed the values of \(\mathcal{F}(\mathcal{L}_{k,q})\) for all \(k \leq 64\) and \(2 \leq q < 64\) to at least ten decimal places, and we have computed various special cases with more accuracy to higher values of \(k\). The results for \(q < 7\) are documented in the tables of Appendix 6.3.

From these computations we find that the analogue of the Banks-Martin conjecture is false for \(q = 2, 3,\) and \(4\). In particular, we see that the sequence \(\mathcal{F}(\mathcal{L}_{k,2})\) has a local minimum at \(k = 4\) of \(\mathcal{F}(\mathcal{L}_{4,2}) = 0.956237 \ldots\). Similarly, \(\mathcal{F}(\mathcal{L}_{k,3})\) has a local minimum at \(k = 6\) of \(\mathcal{F}(\mathcal{L}_{6,3}) = 0.994968 \ldots\) and \(\mathcal{F}(\mathcal{L}_{k,4})\) has a local minimum at \(k = 9\) of \(\mathcal{F}(\mathcal{L}_{9,4}) = 0.99781 \ldots\).
It seems highly likely that each of these values is in fact a global minimum, since the values appear to increase monotonically to 1 as \( k \to \infty \). In fact, it appears that \( 1 - \mathcal{F}(I_{k,q}) = O(2^{-k}) \) in each case. This agrees with the observations of Lichtman in the integers, where a global minimum in the sum \( \mathcal{F}(P_k) \) was observed at \( k = 6 \), with similar convergence to 1 as \( k \to \infty \) [8].

Surprisingly for \( q \geq 5 \), the behaviour appears to be quite different, with the numerical evidence suggesting that the values of \( \mathcal{F}(I_{k,q}) \) are monotonically decreasing to 1 as \( k \to \infty \). Again we see the the same \( O(2^{-k}) \) convergence, just from above. For \( q = 5 \) we have verified that

\[
\mathcal{F}(I_{k,5}) > \mathcal{F}(I_{k+1,5}) > 1
\]

for all \( k < 100 \). Based on this evidence, we conjecture that the analogue of the Banks-Martin conjecture over \( \mathbb{F}_q[x] \) is still true in these cases.

**Conjecture 6.2.** For each \( q \geq 5 \) the inequalities

\[
\mathcal{F}(I_{1,q}) > \mathcal{F}(I_{2,q}) > \ldots > \mathcal{F}(I_{k,q}) > \mathcal{F}(I_{k+1,q}) \ldots
\]

hold for all positive integers \( k \).
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### Appendix A. Numerical Data on \( F(T_{k,q}) \)

To obtain these values we used \( N = 200 \) (q = 2), \( N = 150 \) (q = 3, 4) and \( N = 110 \) (q = 5, 7), and a precision of 256 bits. Each number is accurate to as many decimal places as displayed and is truncated (not rounded).

<table>
<thead>
<tr>
<th>( k )</th>
<th>( F(T_{1,2}) )</th>
<th>( F(T_{2,3}) )</th>
<th>( F(T_{3,4}) )</th>
<th>( F(T_{4,5}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.04025652967270998</td>
<td>1.2324567890123456</td>
<td>1.04025652967270998</td>
<td>1.2324567890123456</td>
</tr>
<tr>
<td>2</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
</tr>
<tr>
<td>3</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
</tr>
<tr>
<td>4</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
</tr>
<tr>
<td>5</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
</tr>
<tr>
<td>6</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
</tr>
<tr>
<td>7</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
</tr>
<tr>
<td>8</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
</tr>
<tr>
<td>9</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
</tr>
<tr>
<td>10</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
<td>1.568036858680665</td>
</tr>
</tbody>
</table>

**Table 1.** Values of \( F(T_{k,q}) \) computed using the algorithm in Section 6.6.