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Abstract. Let Q(n) denote the count of the primitive subsets of the integers

{1, 2 . . . , n}. We give a new proof that Q(n) = α(1+o(1))n for some constant
α, which allows us to give a good error term and to improve upon the lower

bound for the value of α. We also show that the method developed can be

applied to many similar problems related to the divisor graph, including other
questions about primitive sets, geometric-progression-free sets, and the divisor

graph path-cover problem.

1. Previous work on counting primitive sets

A set of integers is called a primitive set if no integer in the set is a divisor of
another. For example the prime numbers form a primitive set, as do the integers
with exactly k prime factors for any fixed k.

In 1990, as part of a paper [3] filled with conjectures and problems related to
subsets of the integers with various properties, Cameron and Erdős considered the
counting function Q(n) of the number of primitive subsets of the integers up to n

(sequence A051026 in the OEIS [14]). They note the bounds (
√

2)n < Q(n) < 2n

can be observed immediately from the observation that for fixed n, the set of
integers

{⌊
n
2

⌋
+ 1,

⌊
n
2

⌋
+ 2, . . . , n

}
is primitive (a set of size dn2 e), as are any of the

2d
n
2 e subsets of this set.
Based on this observation, they conjecture that lim

n→∞
Q(n)1/n exists. In addition

to this conjecture, they outline a proof that the bounds above can be improved to

1.55967n � Q(n)� 1.60n. (1)

Many of the conjectures in [3] have attracted a substantial amount of attention,
especially those of an additive nature. More recently some of the multiplicative
questions have begun to attract attention. Recently, their conjecture above about
the count of primitive sets was proven by Angelo [1].

Theorem 1 (Angelo, 2017). The limit lim
n→∞

Q(n)1/n exists. Equivalently, there

exists a constant α such that Q(n) = α(1+o(1))n.

The proof proceeds by considering subsets of the integers [1, n] in which the ratio
between any two included elements is not an s-smooth integer (an integer without
any prime factors larger than s) for fixed s, and then allowing s to tend to infinity.
Unfortunately the proof was not effective in the sense that it doesn’t give a way to
improve the bounds in (1).

More recently Vijay [22] considered the problem of counting primitive subsets
of [1, n] of maximum size, called maximum primitive sets. A pigeonhole principle
argument shows that for any n the maximum size of a primitive subset of the

1

http://oeis.org/A051026


2 NATHAN MCNEW

integers up to n is dn2 e. He considers only even n (sequence A174094 in the OEIS),
although the result extends immediately to all integers n. In particular he shows
that the count M(n) of the number of primitive subsets of [1, n] of size dn2 e satisfies
the bounds

1.303n �M(2n)� 1.408n

or, in terms of n,

1.141n �M(n)� 1.187n.

These questions have also recently been investigated independently by Liu, Pach
and Palincza [9], and some of the results of that paper overlap with the results
presented here. While many of the ideas are similar, we take a slightly different
approach that gives an error term and computationally seems to provide better
lower bounds, though is not so good at giving numerical upper bounds. They
present a method to effectively compute α, and improve the bounds in (1) to

1.571068n � Q(n)� 1.574445n.

They also consider maximal primitive sets, and show that the limit limn→∞M(n)1/n

exists, (which we denote β) show that this constant can be effectively computed,
and improve the bounds above to

1.148172n �M(n)� 1.148230n or 1.3183n �M(2n)� 1.31843n.

2. Results and other applications

We show that these two constants α and β can be given explicitly in terms of
an infinite product described in Section 3. This observation allows us to prove the
following.

Theorem 2. For any ε > 0, and n sufficiently large, the number of primitive
subsets of [1, n] is

Q(n) = αn(1+Oε(exp(−(1−ε)
√

logn log logn)))

or equivalently,

logQ(n) = n logα+Oε

(
n exp

(
−(1− ε)

√
log n log log n

))
and the constant α is effectively computable.

This result is a corollary of our main theorem, which can be used to compute a
wide variety of statistics about subsets of {1, 2, . . . , n} with certain multiplicative
structure. Before we can state our main theorem however we must introduce a
definition. Consider the divisor graph of a set of integers, the graph obtained by
treating each number as a vertex and connecting two integers by an edge if one
divides another. In this context, for example, a primitive subset would correspond
to an independent set of vertices.

We also consider the divisor graphs of the integers in an interval [a, n]. In general
these graphs won’t be connected, and we will be interested only in the component
of this graph connected to the vertex a. We say that a function f(a, n) depends
only on the connected component of a in the divisor graph of the interval [a, n] if
f(a, n) = f(b,m) whenever the connected component of b in the divisor graph of

http://oeis.org/A174094
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[b,m] is isomorphic1 to that of a in [a, n] (with the vertex of a corresponding to
b in the isomorphism). Because of this, smooth numbers (numbers without large
prime factors) play an important role throughout the paper. We denote by P+(n)
the largest prime divisor of n (and take the convention that P+(1) = 1), and by
P−(n) the smallest prime divisor of n. With this, we can state our main theorem.

Theorem 3 (Main Theorem). Suppose ε > 0, A ≥ 0 and f(a, n) is a bounded
function |f(a, n)| ≤ A that depends only on the connected component of a in the
divisor graph of the interval [a, n]. Then there exists a constant

Cf =

∞∑
i=1

∑
d

P+(d)≤i

∑
t∈[id,(i+1)d)

 f(d, t)

t(t+ 1)

∏
p≤i

p− 1

p


such that

n∑
a=1

f(a, n) = nCf +Oε

(
An exp

(
−(1− ε)

√
log n log log n

))
.

As we will see, many questions about subsets with multiplicative structure can
be regarded as questions about this divisor graph, and we demonstrate several
different applications of this result. First we apply it to several related problems
about primitive sets. For example, we obtain the corresponding result for counting
maximum primitive subsets as well.

Theorem 4. The limit limn→∞M(n)1/n = β exists. Furthermore, for any ε > 0
and n sufficiently large,

M(n) = βn(1+Oε(exp(−(1−ε)
√

logn log logn)))

and the constant β is effectively computable.

We also use it to count maximal primitive subsets of [1, n] (sequence A326077
in OEIS), where a primitive subset is maximal if no additional integer from the
interval can be added to the set without having one integer divide another in the
subset. Note that all maximum primitive subsets are maximal, but not all maximal
primitive subsets are a maximum primitive set. For example, {2, 3, 5, 7} is a maxi-
mal primitive subset of the integers up to 9, but not a maximum primitive set, as
{5, 6, 7, 8, 9} is larger. We obtain analogues of these theorems for m(n), the count
of the maximal primitive subsets of [1, n].

Theorem 5. The limit limn→∞m(n)1/n = η exists. Furthermore, for any ε > 0
and n sufficiently large,

m(n) = ηn(1+Oε(exp(−(1−ε)
√

logn log logn)))

and the constant η is effectively computable.

By estimating the relevant constant from Theorem 3 we can numerically approx-
imate each of these constants to arbitrary precision. In Section 4 we describe the
computations performed to compute partial sums of this product, which give us
bounds for the size of these constants.

1Here we allow any isomorphism of graphs, however in practice throughout the paper we only

ever consider the linear isomorphisms obtained by multiplying each element by a fixed constant.
One could instead restrict the definition to such linear isomorphisms and the main theorem would

still apply, allowing the result to be applied to a potentially wider range of functions f(a, n).

http://oeis.org/A326077
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Theorem 6. The constants α, β, and η satisfy the bounds

1.572939 < α

1.148205 < β (or 1.318376 < β2)

1.230163 < η < 1.257843.

The lower bounds for α and β are stronger than those appearing in [9] however
our method has not yet been able to improve upon the upper bounds obtained by
their methods. Combining their result with ours gives the new known ranges

1.572939 < α < 1.574445.

1.148205 < β < 1.148230 (or 1.318376 < β2 < 1.31843).

The constant η and the problem of counting maximal primitive subsets of the
integers does not appear to have been considered before in the literature, so in this
situation we have included the upper bound obtained by our method as well.

Despite our method’s success at counting primitive subsets with a variety of
properties, it isn’t clear whether it can be used to count primitive subsets of sizes
other than

⌈
n
2

⌉
. It would be interesting, for example, to study the distribution of

the sizes of primitive subsets of {1, 2 . . . , n}. As a partial result in this direction we
use bounds for α and η from Theorem 6 to bound the median size of such a subset.

Theorem 7. Let ν(n) denote the median of the sizes of the primitive subsets of
{1, 2, ...n}. Then for sufficiently large n, we have

0.168153n < ν(n) < 0.417739n.

It is natural to conjecture from this that ν(n) ∼ vn for some constant v, this
and other questions are posed in Section 9.

We briefly introduce a few additional applications of the main theorem to prob-
lems outside of primitive sets. In Section 7 we consider the problem of covering
the divisor graph of {1, 2, . . . , n} with as few vertex-disjoint paths as possible. A
partition of the vertices into the least number of connected paths is known as a
minimal path cover of the graph.) Various authors have studied the paths in this
divisor graph. Pomerance [15] showed that the length of the longest vertex-disjoint
path in this divisor graph has length o(n) and now, due to Erdős and Saias [6],
we know that the length of this longest path can be bounded above and below by
positive constants multiplied by n

logn .

Let C(n) denote the minimal number of vertex disjoint paths required to cover
the integers up to n (sequence A320536 in the OEIS). For example C(7) = 2, as
the divisor graph can be covered by the two paths {7, 1, 5} and {3, 6, 2, 4} but it
is not possible to include all the vertices in a single path. This problem has been
considered in several papers [12] after being introduced by Erdős and Saias [6].
Saias [18] showed that n

6 ≤ C(n) ≤ n
4 for sufficiently large n. Mazet [10] improves

this, showing that C(n) ∼ cn for some constant c satisfying 0.1706 ≤ c ≤ 0.2289,

and Chadozeau [4] gives the error term C(n) = cn
(

1 +O
(

1
log logn log log logn

))
.

Our main theorem allows us to improve this error term dramatically and also to
improve both the lower and upper bounds for c.

http://oeis.org/A320536
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Theorem 8. The minimum number of paths required to cover the divisor graph of
the integers up to n satisfies

C(n) = cn
(

1 +Oε

(
exp

(
−(1− ε)

√
log n log log n

)))
.

The constant c is effectively computable, and satisfies the improved bounds

0.190913 < c < 0.217838.

In Section 8 we consider geometric-progression-free subsets of the integers up to
n. Here we consider geometric progressions of the form a, ar, ar2 with a positive
integer a, and an integer ratio r greater than 1. Unlike the case of primitive sets,
where it is easy to see that the largest size a primitive subset of {1, 2, . . . , n} can
have is

⌈
n
2

⌉
, the problem of determining the maximal size of a subset of these

integers avoiding 3-term geometric progressions is not so clear. Various authors
have considered the problem of determining the greatest possible density of a set
of integers that is free of 3-term geometric progressions [2, 11,13,16,17].

Let G(n) denote the size of the largest subset of the integers up to n avoiding a 3-
term geometric progression with integral ratio (sequence A230490 in the OEIS). The
argument for the bounds for the upper density of a subset of integers avoiding such
progressions in [11] shows that G(n) ∼ bn for an effectively computable constant b
satisfying

0.81841 < b < 0.81922.

The main theorem allows us to reprove this result with an error term.

Theorem 9. For any ε > 0, G(n) the size of the largest geometric progression free
subset of the integers up to n satisfies

G(n) = bn
(

1 +Oε

(
exp

(
−(1− ε)

√
log n log log n

)))
.

We can likewise count the geometric progression free subsets of these integers,
which we denote by H(n).

Theorem 10. The limit limn→∞H(n)1/n = θ exists. Furthermore, for any ε > 0
and n sufficiently large,

H(n) = θn(1+Oε(exp(−(1−ε)
√

logn log logn))).

The constant θ is effectively computable and satisfies the bounds

1.901448 < θ < 1.925556.

Finally, in Section 10 we conclude with several lemmas from analytic number
theory which lead to the proof of the main theorem.

3. Counting Primitive Sets

We first show how the main theorem, Theorem 3, can be used to estimate
Q(n), the count of the primitive subsets of the integers up to n. We fix n, and
count the possible primitive subsets of {1, 2, . . . , n} by working backward from
the end. Recall that any subset of the integers in

(
n
2 , n

]
is primitive. Each ele-

ment in this range can either be included or not so Q(n) ≥ 2n/2. We can make
this bigger by considering the integers in

(
n
3 ,

n
2

]
. For each such k in this range

we can either include k, 2k or neither. Thus for each such integer there are 3

http://oeis.org/A230490
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possibilities, replacing the two possibilities when only 2k was considered. Thus

Q(n) ≥ 2n/2
(

3
2

)n/6
= 2n/33n/6 ≈ 1.5131n.

We generalize this to any k ≤ n by defining

r(k, n) =
#Primitive subsets of [k, n]

#Primitive subsets of [k + 1, n]
(2)

to be the contribution of k to our primitive set count working backward from the
end. With this definition we see that the product of the r(k, n) telescopes leaving

Q(n) =

n∏
k=1

r(k, n) =
#Primitive subsets of [1,n]

#Primitive subsets of ∅
.

We can apply Theorem 3 by taking f(k, n) = log(r(k, n)). To do so, it is nec-
essary to see that f(k, n) depends only on the connected component of k in the
divisibility graph of [k, n]. This is easily seen however, as the inclusion of k (or
any integer in the interval [k, n]) in a primitive set depends only on whether its
multiples (or divisors) are already included. The count of the number of primitive
subsets of an interval can therefore be computed as the product of the number
of primitive subsets (or independent sets of vertices when viewed as a graph) of
each connected component of the divisibility graph. The contribution from each
component of the divisibility graph that doesn’t contain k will cancel in the numer-
ator and denominator of (2). This leaves only the ratio of the number of primitive
(independent) subsets of the connected component of k to the number of primitive
(independent) subsets of this component with the element k removed. As this is
purely a graph theoretic question, it is clear that the answer will be the same for
any other isomorphic divisibility graph.

Note also that 1 ≤ r(k, n) ≤ 2, since every primitive subset of [k+ 1, n] is also a
primitive subset of [k, n], and the number of primitive sets could, at most, double
after k is considered if it is possible to append k to every primitive subset of [k+1, n]
and still get a primitive set. Thus we have 0 ≤ f(k, n) ≤ log 2.

Applying Theorem 3 we have

Q(n) =

n∏
i=1

r(i, n) = exp

(
n∑
i=1

f(i, n)

)
= exp

(
n logα+O

(
n exp

(
−(1− ε)

√
log n log log n

)))
with

α = exp

 ∞∑
i=1

∑
d

P+(d)≤i

∑
t∈[id,(i+1)d)

 f(d, t)

t(t+1)

∏
p≤i

p−1

p




=

∞∏
i=1

∏
d

P+(d)≤i

∏
t∈[id,(i+1)d)

exp

 f(d, t)

t(t+1)

∏
p≤i

p−1

p


=

∞∏
i=1

∏
d

P+(d)≤i

∏
t∈[id,(i+1)d)

r(d, t)
1

t(t+1)

∏
p≤i

p−1
p . (3)

This proves Theorem 2.
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The proofs of Theorems 4 and 5 are very similar. We define

s(k, n) =
#Primitive subsets of [k, n] of maximum size

#Primitive subsets of [k + 1, n] of maximum size
(4)

and

w(k, n) =
#Maximal primitive subsets of [k, n]

#Maximal primitive subsets of [k + 1, n]
. (5)

It follows that these functions depend only on the connected component of k in the
divisibility graph of [k, n] by the same argument as for r(k, n). Unlike the case of
r(k, n), however, some care is required to show that these functions are bounded
so that Theorem 3 can be applied. We will show that both 1 ≤ s(k, n) ≤ 2 and
1 ≤ w(k, n) ≤ 2.

First note that if k > n
2 then s(k, n) = w(k, n) = 1, since the only maximum or

maximal subsets of [k, n] is the entire set. Thus the numerators and denominators
of each term of (4) and (5) are all 1. (Alternatively, note that k is the only vertex
in the component connected to k in the divisor graph of [k, n], and so the element
k must be included.) Thus we can restrict our attention to the case k ≤ n

2 .
In this case, we find that any primitive subset of either [k, n] or [k + 1, n] of

maximal size has size n/2, and thus every maximum primitive subset of [k+ 1, n] is
also a maximum primitive subset of [k, n], so s(k, n) is at least one. For w(k, n) we
show that every maximal primitive subset of [k + 1, n] is also a maximal primitive
subset of [k, n]. Since the only neighbors of 2k in the divisor graph of [k+ 1, n] are
its multiples, (every divisor of 2k is less than k+ 1) either 2k or one of its multiples
must be included in any maximal primitive subset of [k + 1, n]. Every multiple of
2k is also a multiple of k, so the set is also a maximal primitive subset of [k, n].
Thus we have also that w(k, n) is always at least 1.

To get upper bounds for these functions, we produce an injection from maxi-
mum (respectively maximal) primitive subsets of [k, n] containing k to maximum
(maximal) primitive subsets of [k + 1, n]. First note that any maximum primitive
subset of [k, n] that contains k can be put into correspondence with a primitive
subset of [k + 1, n] of the same size by replacing k by 2k. As every neighbor of
2k in the divisor graph is also a neighbor of k, the set will remain primitive. This
mapping is clearly injective since the step of replacing k by 2k is easily reversed.
Thus s(k, n) ≤ 2. For maximal primitive sets, simply replacing k by 2k might not
produce a maximal primitive subset if it is possible also to add other (odd) multi-
ples of k once k is removed. We therefore remove k and instead include pk for each
prime number p with pk ≤ n that can be added to the set while still producing
a primitive set. Again, it is easy to reconstruct the original set by removing the
multiples of k so it is clear that this again is an injection and w(k, n) ≤ 2 as well.

We then set

M(n) =

n∏
k=1

s(k, n), m(n) =

n∏
k=1

w(k, n)

which each telescope in the same way as the product for Q(n), and apply Theorem
3, proving Theorems 4 and 5 with

β =

∞∏
i=1

∏
d

P+(d)≤i

∏
t∈[id,(i+1)d)

s(d, t)
1

t(t+1)

∏
p≤i

p−1
p (6)
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and

η =

∞∏
i=1

∏
d

P+(d)≤i

∏
t∈[id,(i+1)d)

w(d, t)
1

t(t+1)

∏
p≤i

p−1
p . (7)

4. Numerical Estimates

Using the product formulas for α, β and η, given in (3), (6) and (7) respectively, it
is possible to compute each constant to arbitrary precision by computing sufficiently
many terms in the product. We know that the complete sum

∞∑
i=1

∑
d

P+(d)≤i

∑
t∈[id,(i+1)d)

1

t(t+ 1)

∏
p≤i

p−1

p
= 1.

Suppose we have lower and upper bounds L ≤ f(d, t) ≤ U for all pairs (d, t), and
we compute the values of f(d, t) for some subset S ⊂ {(i, d) | P+(d) ≤ i} and all
t ∈ [id, (i+ 1)d). Then we are able to numerically bound Cf by

L+
∑

(i,d)∈S

∑
t∈[id,(i+1)d)

f(d, t)− L
t(t+ 1)

∏
p≤i

p− 1

p
≤ Cf

and

Cf ≤ U −
∑

(i,d)∈S

∑
t∈[id,(i+1)d)

B − f(d, t)

t(t+ 1)

∏
p≤i

p− 1

p
.

The constants were estimated using computations done using SageMath [21] and
code written in C++. The following observations were used during the computation
to improve the speed of convergence.

Observation 1. For any function f(d, t) depending only on the connected compo-
nent of d in the the divisor graph of [d, t] and fixed values of i and d, if t + 1 ∈
(id, (i+ 1)d) is not an i-smooth number then f(d, t) = f(d, t+ 1).

This follows after noting for any prime p > t/d that if pν divides some element
in the connected component of d in the divisor graph of [d, t] then it divides every
element of this component. (See Lemma 4.) Because the t + 1 is not i-smooth, it
must be divisible by a prime p > i that does not divide d, and hence is not part
of the connected component of d. Thus for each pair i, d it is only necessary to
compute f(d, t) for the i-smooth values of t in the interval [id, (i+ 1)d).

Observation 2. Suppose f(d, t) depends only on the connected component of d
in the the divisor graph of [d, t] and fix values i, d and t ∈ [id, (i + 1)d). If, for
some p ≤ i, every term in the connected component of pd in the divisibility graph of
[pd, pt] is divisible by p, then f(pd, pt) = f(d, t). Furthermore, f(pjd, pjt) = f(d, t)
for all j > 0.

Proof. If every term in the connected component of pd in the divisibility graph of
this interval is divisible by p, then it is clear that this component is isomorphic to
the component obtained by dividing everything by p.

Now, suppose every term in this component is divisible by p, and consider the
interval [p2d, p2t]. Clearly the component connected to p2d contains every term in
the component of the divisibility graph of [d, t] connected to d multiplied by p2.
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Now suppose for contradiction that the connected component of dp2 contained an
additional term a > dp2 not divisible by p2. Then this term must be a divisor of
some term bp2 in the connected component of dp2 where p - b (or if not, it could
be replaced by one that is, since there must exist a path in this graph connecting
a to dp2).

This means the ratio between a and bp2 is divisible by p, and so

bp2/p = bp ≥ a > dp2.

Thus we have b > dp and so b would be an element of the connected component of
dp in the divisor graph of [pd, pt] which is a contradiction. �

One consequence of Observation 2 is that the sum (or product) over d becomes
finite for values of i ≤ 4. For such values of i, any value of d > 48 will result
in a connected graph component in which every term shares a common prime
factor. (In fact, one can check that the connected component of 1 in the divisor
graph of Q ∩ [1, 5) consists of the numbers {1, 9

8 ,
4
3 ,

3
2 ,

27
16 , 2,

9
4 ,

8
3 , 3,

27
8 , 4,

9
2} since

only multiplications or divisions by 2 or 3 are allowed.) Thus the challenge is to
numerically estimate the terms for i ≥ 5.

Determining the optimal order in which to consider the pairs of i and d in
the infinite product is challenging because r(d, t) (as well as the other functions
considered in this paper) becomes more difficult to compute both for larger values
of d and t. At the same time, the values of r(d, t) tend toward one rapidly as
i = b tdc gets large. Experimentally, the best lower bounds obtained by the author
were obtained by considering potential pairs i,d in increasing order of the value of
the expression d× i5.

By computing r(d, t) for all pairs of i, d with d being an i-smooth integer sat-
isfying di5 ≤ 108, (as well as the extended ranges d < 11250000 when i = 5,
d < 2400000 for i = 6 and d < 27440 when i = 7) and all i-smooth values of
t ∈ [id, (i+1)d), and using these terms in the product (3) along with the additional
terms obtained by applying Observation 2, the lower bound is obtained.

In a similar fashion one can compute initial terms for β and η. The computation
for β involved computing s(d, t) for all values of d and i satisfying di5 < 1.6× 109

as well as those satisfying di5 < 3.2 × 109 for i ≤ 10. For η all values of d and
i satisfying di5 < 3.2 × 107 were taken into account, as well as those satisfying
di5 < 6.4× 107 for i ≤ 7. Again, in both computations Observations 1 and 2 were
used to speed up the computation and take into account additional pairs d, t.

5. Conjectural Improved Upper Bounds

We give here a different method of counting primitive sets which would give a
much better upper bound for the constant α if Conjecture 1 were proven, and may
be of some independent interest.

Here we count primitive subsets of {1, 2, . . . , n} by working forward from 1, rather
than backward from n as was done in the previous section. We define g(1) = 1 and
for k > 1

g(k) =
Q(k)

Q(k − 1)
− 1 =

#Primitive subsets of [1, k] that include k

#Primitive subsets of [1, k − 1]
.
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The reason we defined g(k) this way, as the ratio of primitive sets up to k that
include the integer k to the primitive sets up to k that do not, is that the resulting
function appears to be submultiplicative in the following sense.

Conjecture 1. The function g(n) is submultiplicative. If (n,m)=1 then

g(nm) ≤ g(n)g(m).

Furthermore, for any prime p, g(pi+1) ≤ g(pi).

The conjecture has been verified for all values of n < 899.
If one assumes the conjecture, then a substantially improved upper bound for

α can be computed. Using the computed values of g(n), n < 899, and taking into
account all 31-smooth numbers gives the upper bound α < 1.573487.

6. The median size of a primitive subset

The computations obtained in the previous section will also allow us to give
upper and lower bounds for ν(n), the median size of a primitive subset of the
integers up to n. First we need a lemma (see for example [8, solved exercise 9.4])
on sums of binomial coefficients, which, given a set of size n, counts the number of
subsets of size at most λn.

Lemma 1. Fix 0 < λ < 1
2 . The partial sum of binomial coefficients satisfies

bλnc∑
i=0

(
n

i

)
= 2nh(λ)+O(logn)

where h(λ) = −λ log2 λ+ (λ− 1) log2(1− λ) and log2 is the logarithm base 2.

Using this, and the numerical computations of α and β, we can bound the median
size of a primitive subset of {1, 2, . . . , n}.

Proof of Theorem 7. Let ν(n) denote the median size of the primitive subsets of
the integers up to n. Since half of the primitive subsets of this set must have size at
most ν(n), and the total number of primitive subsets is approximately αn, we can
obtain a lower bound for ν(n) by supposing that all small subsets of the integers
up to n are primitive. Combining this with Lemma 1 we get that

ν(n)∑
i=0

(
n

i

)
= 2nh(ν(n)/n)+O(logn) ≥ 1

2
Q(n) = αn(1+Oε(exp(−(1−ε)

√
logn log logn))).

Taking logs gives

h(ν(n)/n) ≥ logα

log 2
+Oε

(
exp

(
−(1− ε)

√
log n log log n

))
or

ν(n) ≥ nH−1

(
logα

log 2

)
(1 + o(1)).

Using the lower bound for α gives ν(n) ≥ 0.168153n for sufficiently large n. To
get an upper bound, we must use in addition the lower bound obtained for the
constant η. Every primitive set is contained in a maximal primitive set (but not
necessarily a maximum one). We count those primitive sets obtained by starting
with a maximal primitive set S and removing some subset T from it. Since half of
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the primitive subsets up to n have size at least ν(n), and every maximal primitive
set has size at most n

2 , it must be possible to construct at least half of the primitive
subsets up to n by starting with a maximal primitive set and removing at most n

2 −
ν(n) terms from it. Thus the median size of a primitive subset must be sufficiently
less than n

2 to produce 1
2Q(n) sets in this way. In particular we have the inequality

m(n)

n
2−ν(n)∑
i=0

(
n/2

i

)
≥ 1

2
Q(n).

Using Lemma 1 and Theorems 2 and 5, and taking logs, gives

h

(
1− 2ν(n)

n

)
≥ 2(logα− log η)

log 2
+Oε

(
exp

(
−(1− ε)

√
log n log log n

))
so that ν(n) ≤ n

2

(
1− h−1

(
2(logα−log η)

log 2

)
+ o(1)

)
. Using the lower bound for α,

and the upper bound for η, we get ν(n) ≤ 0.417739n for sufficiently large n. �

7. An optimal path covering of the divisor graph

As mentioned in the introduction, it is known due to Mazet [10] and Chadozeau
[4] that C(n), the minimum number of disjoint paths necessary to cover the divisor
graph of the integers up to n satisfies

C(n) = cn

(
1 +O

(
1

log log n log log log n

))
.

for a constant 0.1706 ≤ c ≤ 0.2289. Using our main theorem we show (Theorem 8)

C(n) = cn
(

1 +Oε

(
exp

(
−(1− ε)

√
log n log log n

)))
and 0.176448 < c.

Proof of Theorem 8. As in previous examples, we set up a telescoping sum, however
in this case there is no need to take logs. Define

V (k, n) = #{disjoint paths needed to cover the divisor graph of [k, n]}

and define v(k, n) = V (k, n)− V (k + 1, n) so that

C(n) = V (1, n) =

n∑
k=1

v(k, n).

Note that v(k, n) ∈ {−1, 0, 1}, since in the worst case scenario, we can cover the
additional vertex k using a single new path, and in the best case scenario, we are
able to join paths from two different components of the divisor graph of [k + 1, n]
through the vertex k. Since k can only be part of one path however, it is never
possible to decrease the number of paths required by more than 1.

It is also clear that v(k, n) depends only on the connected component of k in the
divisor graph of [k, n], so we can apply the main theorem to C(n), which completes
the proof, with

c =

∞∑
i=1

∑
d

P+(d)≤i

∑
t∈[id,(i+1)d)

 v(d, t)

t(t+1)

∏
p≤i

p−1

p

 .
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Note that v(1, 1) = 1, but is otherwise nonpositive for any of the terms included in
the sum above. (If i ≥ 2, then when computing v(d, t), the element 2d is a vertex of
the graph, and any neighbor of 2d is also a neighbor of d. Thus it is always possible
to cover the vertex d by including it in the same path that is used to cover 2d.)

For small values of d and t it seems that v(d, t) is generally equal to −1 unless
d is divisible by 6 in which case it is generally 0. This pattern becomes gradually
less pronounced as the values of d and t become larger. Values of v(d, t) were
computed in the range id5 < 4 × 108 as well as the extended range id5 < 8 × 108

for d ≤ 825. Along the way a small number of pairs were skipped when the
computation time of the value of f(d, t) exceeded a predefined timeout. Using
the bounds −1 ≤ v(d, t) ≤ 0 for all of the values that were not computed we
obtained the bounds 0.190913 < c < 0.217838. �

8. Geometric Progression Free Sets

Geometric progression free sets are similar to primitive sets, in fact one can
characterize primitive sets as those avoiding geometric progressions of length 2. So
it is not surprising that the methods similar to those used to study primitive sets
apply to this situation as well. In this situation it isn’t a divisibility relation between
two integers that matters, but rather a relationship among three integers a, ar and
ar2. In place of the divisor graph, we instead consider a geometric-progression
hypergraph in which 3 vertices are connected by a hyperedge if the corresponding
vertices are in geometric progression.

Unlike primitive sets, we don’t know precisely the maximum size G(n) of a
subset of {1, 2, . . . , n} avoiding three term geometric progressions with integral
ratio. It is known that G(n) ∼ bn for some constant b with 0.81841 < b <
0.81922, and that b is effectively computable. While we don’t improve these
bounds using the current method, we do obtain an improved error term G(n) =
bn
(
1 +Oε

(
exp

(
−(1− ε)

√
log n log log n

)))
for any ε > 0 in Theorem 9.

Proof. While the underlying structure in this case is a geometric-progression hyper-
graph, rather than the divisor graph, one can easily check that the proof of Lemma
4 applies just as well when the divisor graph is replaced by a geometric-progression
hypergraph.2 The proof of the main theorem then applies just as well to functions
which depend only on the geometric-progression hypergraph of the interval [d, t].

Now, we let G(d, t) denote the size of a geometric progression free subset of the
integers [d, t] of maximal size, and let g(d, t) = G(d, t)−G(d+ 1, t), so that

G(n) = G(1, n) =
∑
k≤n

g(k, n).

Now g(d, t) depends only on the geometric-progression hypergraph of the interval
[d, t], and only ever takes the values 0 or 1, and the result follows. �

2In fact,in Lemma 4, for a geometric-progression hypergraph, we can take i =
⌊√

n
a

⌋
in-

stead of
⌊
n
a

⌋
. Using this instead in the proof of the main theorem, taking intervals of the form(

n
(i+1)2

, n
i2

]
but otherwise proceeding the same, we can get a small further improvement to

the error term. The error term E1 is the limiting factor and the resulting final error term is

Oε
(
An exp

(
−
(

3
2
√
2
− ε
)√

logn log logn
))

.
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We can likewise use the main theorem applied to geometric-progression hyper-
graphs to count (Theorem 10) the number H(n) of subsets of the integers up to n
that avoid 3-term-geometric progressions with integral ratio. The proof is nearly
identical to that of Theorem 2. To obtain the bounds on the constant θ, we find
that the analogous version of Observation 2 for geometric progressions allows us to
take into account the contribution from all values of d for 1 ≤ i ≤ 11, as well as the
contribution from those values of d up to those listed in Table 1 in order to get the
bounds 1.901448 < θ < 1.925556.

9. Questions

Despite the wide range of problems that can be tackled using the main theorem,
this work leaves several open questions that will require new techniques. In addition
to the conjecture described in Section 5, we pose two questions that seem interesting
enough to study further.

Question 1. Is the median size ν(n) of the primitive subsets of the integers up to
n asymptotic to vn for some constant v? If so, is there an algorithm to compute v
to arbitrary precision?

In Section 8 we considered sets that avoided 3-term geometric progressions with
integral ratio. The results in [11] imply that the largest subset of the integers up
to n avoiding 3-term geometric progressions with rational ratio is also asymptotic
to a different effectively computable constant times n.

Question 2. Is it possible to give an error term analogous to Theorem 9 for the size
of a subset of the integers up to n of maximal size avoiding 3-term geometric pro-
gressions with rational ratio? Can we count the number of such subsets analogously
to Theorem 10?

10. Proof of the Main Theorem

It remains to prove the main theorem upon which the results of this paper rely.
First we need some notation and lemmas from analytic number theory. Denote by
Ψ(x, y) = #{n ≤ x | P+(n) ≤ y} the number of y-smooth integers up to x. We
will frequently use the upper bound for smooth numbers,

Ψ(x, y)� x exp

(
(−1 + o(1))

log x

log y
log

log x

log y

)
valid for y ≥ (log x)

1+ε
, as well as the uniform bound

Ψ(x, y)�ε x exp

(
log x

log y
log

log x

log y

)
+ xε

valid for all x, y ≥ 2 and ε > 0 (see [20, Section III.5]). On the other hand a number
n is called y-rough if P−(n) > y.

We will need the following estimates of Tenenbaum [19] for the function Θ(x, y, z)
which counts integers n ≤ x with a y-smooth divisor d > z, as well as the related
function

S(y, z) =
∑
d>z

P+(d)≤y

1

d
.
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Lemma 2. For all ε > 0, x, y ≥ 2 and z < exp exp(log y)(3/5−ε)

Θ(x, y, z) = (1 + o(1))xS(y, z)
∏
p<y

p− 1

p
� x exp

(
(−1 +O(1))

log z

log y
log

log z

log y

)
.

We will also need to bound the number of y-rough integers in an interval.

Lemma 3. Let ε > 0, I an interval of length X > y > 2 and define u = logX
log y . The

number of integers in I free of prime divisors up to y is

X
∏
p≤y

p− 1

p
+O (X exp ((−1 + o(1))u log u)) +Oε(X

ε)

as u→∞.

Proof. This follows from the “Fundamental Lemma” of Brun’s sieve, see for example
Theorem 6.12 of [7]. Taking the level of distribution to be X, the number of such
integers in this interval is

X
∏
p≤y

p− 1

p
(1 +Oε (exp ((−1 + o(1))u log u))) +

∑
d≤X

P+(d)≤y

O(1).

Now we can bound the second error term above by Ψ(X, y) �ε Xu
−u + Xε and

the result follows by approximating
∏
p≤y

p−1
p = O

(
1

log y

)
. �

Finally, we will use the following lemma to characterize the connected component
of the divisor graph of an interval.

Lemma 4. Fix a positive integer n, suppose that 0 < a ≤ n, and set i =
⌊
n
a

⌋
. Let

d|a be the largest i-smooth divisor of a, and ` = a
d the “i-rough” part of a. Finally

let t =
⌊
n
`

⌋
. Then the connected component of a in the divisor graph of [a, n] is

isomorphic to the connected component of d in the divisor graph of [d, t] (with the
vertex of a corresponding to the vertex of d).

Proof. Suppose that a ≤ b < c ≤ n are any two connected vertices in the connected
component of a in this divisor graph, and let r = c

b be the (necessarily integral)
ratio between them. Since r ≤ n

a < i+ 1, the ratio r cannot have any prime factors
greater than i. So b and c are divisible by all of the same prime factors greater than
i to the same powers.

Recall that ` is divisible only by primes greater than i and `|a so ` divides all
of the integers in the connected component of a. We defined t =

⌊
n
`

⌋
so that t`

is the largest integer less than or equal to n divisible by `, and thus the largest
number from this interval that could possibly be part of the component of the
divisor graph connected to a. So the connected component of a in [a, n] is the same
as the connected component of a in [a, t`].

Now we can divide each integer in this connected component by `, and see that
the connected component of a in [a, t`] is the same as the connected component of[
a
` , t
]

= [d, t] with the isomorphism being multiplication by `. �

Proof of main theorem. Fix ε > 0, A ≥ 0 and suppose f(k, n) is bounded in abso-
lute value by A and depends only on the connected component of k in the divisor
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graph of [k, n]. Our goal is to estimate
∑n
k=1 f(k, n) as nCf where

Cf =

∞∑
i=1

∑
d

P+(d)≤i

∑
t∈[id,(i+1)d)

 f(d, t)

t(t+ 1)

∏
p≤i

p− 1

p

 . (8)

Our goal is to use Lemma 4 to group together the equal terms in this sum. First,
we truncate the sum, removing those k ≤ n

N+1 for some parameter N to be chosen

later. This allows us to group together those k having the same value of i =
⌊
n
k

⌋
for i ≤ N .

n∑
k=1

f(k, n) =

n∑
k= n

N+1

f(k, n) +O

(
An

N

)

=

N∑
i=1

∑
k∈( n

i+1 ,
n
i ]

f(k, n) +O

(
An

N

)
.

We now omit those values of k whose largest i-smooth divisor is greater than some
parameter M to be determined. In doing so, we introduce an error term E1 to
account for the omitted terms. We then group together those values of k in the
sum above having the same largest i-smooth divisor d.

n∑
k=1

f(k, n) =

N∑
i=1

 ∑
k∈( n

i+1 ,
n
i ]

d|k,P+(d)≤i⇒d≤M

f(k, n)

+ E1 +O

(
An

N

)

=

N∑
i=1


∑
d≤M

P+(d)≤i

∑
k∈( n

i+1 ,
n
i ]

d|k
P−( kd )>i

f(k, n)

+ E1 +O

(
An

N

)
. (9)

The error term E1 accounts for the contribution from those terms in each interval
( n
i+1 ,

n
i ] having an i-smooth divisor greater than M , so

E1 ≤ A
N∑
i=1

(
Θ
(
n
i , i,M

)
−Θ

(
n
i+1 , i,M

))

(recall Θ(ni , i,M) counts integers up to n
i with an i-smooth divisor exceeding M).

In the main term sum of (9) we group those values of k with the same value of
t =

⌊
nd
k

⌋
. For fixed i and d, the possible values of t are thus each of the integers in
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the interval [id, (i+ 1)d). Doing so, this sum becomes

N∑
i=1

∑
d<M

P+(d)≤i

∑
t∈[id,(i+1)d)

∑
k∈( dn

t+1 ,
dn
t ]

d|k
P−( kd )>i

f(k, n)

=

N∑
i=1

∑
d<M

P+(d)≤i

∑
t∈[id,(i+1)d)

f(d, t)
∑

`∈( n
(t+1)

,nt ]
P−(`)>i

1

 . (10)

Here we have obtained the second line above from the first using Lemma 4.
The innermost sum above counts integers sifted of primes up to i in the interval(
n

(t+1) ,
n
t

]
which has size n

t(t+1) . So, as long as both N and M are chosen not too

large (meaning that t < NM is not too large), these intervals are sufficiently long
to apply Lemma 3 to approximate the count of such integers. Doing so gives

∑
`∈( n

(t+1)
,nt ]

P−(`)>i

1 =
n

t(t+1)

∏
p<i

p−1
p +O (exp ((−1+o(1))ut log ut))

+OA,ε

(
nε

t2ε

)

as long as ut =
log n

t(t+1)

log i , corresponding to the length of the interval in which

Lemma 3 was applied, tends to infinity. Thus it will be necessary to choose N,M
such that

logN = o
(

log
n

M2

)
(11)

as n → ∞. Inserting this expression into (10) and introducing another error term
E2 that expression becomes

N∑
i=1

∑
d<M

P+(d)≤i

∑
t∈[id,(i+1)d)

f(d, t)n

t(t+ 1)

∏
p<i

p− 1

p
+ E2 (12)

where

E2 �ε A

N∑
i=1

∑
d<M

P+(d)<i

∑
t∈[id,(i+1)d)

(
n

t2
exp ((−1+o(1))ut log ut) +

nε

t2ε

)

�ε A

N∑
i=1

∑
d<M

P+(d)<i

(
n

di2
exp

(
(−1+o(1))

log n
i2d2

log i
log

log n
i2d2

log i

)
+

dnε

(id)2ε

)
. (13)

We now extend both of the initial two sums in the main term of (12) to infinity, so
that we can replace it with nCf , defined in (8). This introduces another error term

of the form O
(
An
N

)
, to account for all of the new terms i > N in the now infinite

sum, and also an error term E3 to account for those additional terms where i ≤ N
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but d ≥M . This gives

N∑
i=1

∑
d<M

P+(d)<i

∑
t∈[id,(i+1)d)

f(d, t)n

t(t+ 1)

∏
p<i

p− 1

p
= nCf − E3 +O

(
An

N

)

where

E3 =

N∑
i=1

∑
d≥M

P+(d)≤i

∑
t∈[id,(i+1)d)

An

t(t+ 1)

∏
p≤i

p− 1

p
≤

N∑
i=1

An

i2

∏
p≤i

p− 1

p

∑
d≥M

P+(d)≤i

1

d

=

N∑
i=1

An

i2

∏
p≤i

p− 1

p
S(i,M).

Thus we can now write

n∑
k=1

f(k, n) = nCf + E1 + E2 − E3 +O

(
An

N

)
(14)

and it remains only to optimize the size of these error terms.
We start with E1. Set B :=

⌈
exp((log logM)2)

⌉
. We take the sum and remove

the initial terms i < B from the sum, which we bound trivially using Lemma
2. (Note that since B ≥ exp((log logM)2), M ≤ exp exp

√
logB, satisfying the

conditions of that lemma.)

A

B−1∑
i=1

( (
Θ
(
n
i , i,M

)
−Θ

(
n
i , i− 1,M

)) )
� AΘ (n,B,M)

= An exp

(
(−1 + o(1))

logM

log logM

)
.

Now, we regroup the terms in the rest of the sum in order to write

A

N∑
i=B

((
Θ
(
n
i , i,M

)
−Θ

(
n
i+1 , i,M

)))
= AΘ

(
n
B , B,M

)
+A

N∑
i=B+1

(
Θ
(
n
i , i,M

)
−Θ

(
n
i , i−1,M

) )
−AΘ

(
n

N+1 , N,M
)

≤ AΘ
(
n
B , B,M

)
+A

N∑
i=B+1

(
Θ
(
n
i , i,M

)
−Θ

(
n
i , i− 1,M

) )
.

The first term above is � An exp
(

(−1 + o(1)) logM
log logM

)
for the same argument as

before. The term inside the sum above counts integers having an i smooth divisor
greater than M , but not an (i − 1)-smooth divisor, meaning this will be nonzero
only if i is prime. When i = p is prime, this counts integers up to n

p divisible by

p, having a p-smooth divisor greater than M . Dividing out the factor of p we find
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that the contribution from this term will be Θ
(
n
p2 , p,

M
p

)
. Thus we have

A

N∑
i=B+1

(
Θ
(
n
i , i,M

)
−Θ

(
n
i , i− 1,M

) )
= A

∑
B+1≤p≤N

Θ

(
n
p2 , p,

M

p

)

≤ A
N∑

i=B+1

Θ
(
n
i2 , i,

M
i

)
� A

N∑
i=B

n

i2
exp

(
(−1 + o(1)) logM

log i log
(

logM
log i

))
using Lemma 2 again.

We treat E3 similarly. Taking the terms in that sum with i < B we have by
Lemma 2

B−1∑
i=1

An

i2

∏
p≤i

p− 1

p
S(i,M) ≤ AnS(B,M)

B−1∑
i=1

1

i2

� An logB exp

(
(−1 + o(1)) logM

(log logM)2
log logM

)
= An exp

(
(−1 + o(1)) logM

log logM

)
.

Also, by Lemma 2, we bound

N∑
i=B

An

i2

∏
p≤i

p− 1

p
S(i,M)�

N∑
i=B+1

n

i2
exp

(
(−1 + o(1)) logM

log i log
(

logM
log i

))
Note that both of these bounds are the same ones obtained for E1, so

E1 + E3 �
An

exp
(

(1+o(1)) logM
log logM

) +

N∑
i=B+1

An
i2 exp

(
(−1+o(1)) logM

log i log logM
log i

)
. (15)

We bound the sum over i above as

An

N∑
i=B+1

1

i2
exp

(
(−1+o(1))

(
logM
log i log

(
logM
log i

)))
(16)

≤ An

(
N∑

i=B+1

1

i

)
max
B<i≤N

{
1

i
exp

(
(−1+o(1))

(
logM
log i log

(
logM
log i

)))}
≤ An logN max

B<i≤N

{
exp

(
(1+o(1))

(
− log i− logM

log i log
(

logM
log i

)))}
. (17)

Taking the derivative of the quantity in the exponent with respect to i,

logM − log2 i+ logM log
(

logM
log i

)
i log2 i

and setting the numerator equal to zero, we find that this sum is maximized when

log i =
√(

1
2 + o(1)

)
logM log logM
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under the assumption that

log log i ≤ log logN � log logM. (18)

Using this in (17), we find this sum is at most

An logN exp

(
(−1+o(1))

(√
1
2 logM log logM +

√
2 logM

log logM log

(√
2 logM

log logM

)))
= An logN exp

(
(−1+o(1))

√
2 logM log logM

)
= An exp

(
−
√

(2+o(1)) logM log logM
)
.

Here the logN term was absorbed into the o(1) under the assumption of (18). As
this is greater than the first term in (15), we have

E1 + E3 � An exp
(
−
√

(2+o(1)) logM log logM
)
. (19)

For E2 we bound the two components of the sum in (13) separately. Taking first
the second term, and assuming ε ≤ 1

2 , we first bound

A

N∑
i=1

∑
d<M

P+(d)<i

dnε

(id)2ε
≤ A
√
n

N∑
i=1

Ψ(M, i)

i
� A

√
nN max

i≤N

{
Ψ(M, i)

i

}

� A
√
nNM exp

(
−
√

(2 + o(1)) logM log logM
)

(20)

using that maxi

{
Ψ(M,i)

i

}
= exp

(
−
√

(2 + o(1)) logM log logM
)

(see [5]). Now we

consider the first sum appearing in (13).

A

N∑
i=1

∑
d<M

P+(d)<i

n

di2
exp

(
(−1+o(1))

log
(

n
i2d2

)
log i

log

(
log
(

n
i2d2

)
log i

))

� An

N∑
i=1

 ∑
d<M

P+(d)<i

1
Ψ(d,i)

Ψ(d,i)
di2 exp

(
(−1+o(1))

log( n
d2

)
log i log

(
log( n

d2
)

log i

))

� An

N∑
i=1

 ∑
d<M

P+(d)<i

1
Ψ(d,i)

max
d<M

{
Ψ(d,i)
di2 exp

(
(−1+o(1)) log( n

d2
)

log i log

(
log( n

d2
)

log i

))}

≤ An logM

N∑
i=1

1
i2 max
d<M

{
Ψ(d,i)
d exp

(
(−1+o(1))

log( nd2 )
log i log

(
log( nd2 )

log i

))}
. (21)

For i ≥ (log n)2 we also have i ≥ (log d)2 and so we can use the upper bound

Ψ(d, i)� d exp
(

(−1 + o(1)) log d
log i log

(
log d
log i

))
, so that
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Ψ(d, i)

d
exp

(
(−1+o(1))

log
(
n
d2

)
log i

log

(
log
(
n
d2

)
log i

))

� exp

(
(−1+o(1))

(
log d

log i
log

(
log d

log i

)
+

log
(
n
d2

)
log i

log

(
log
(
n
d2

)
log i

)))
.

The derivative with respect to d of the main term from the exponent above is

2 log
(

log n
d2

log i

)
− log

(
log d
log i

)
+ 1

d log i
.

Setting the numerator equal to 0 and solving for d, we find that this expression is
maximized when

log d =

(
1

2
+ o(1)

)
log n. (22)

Thus we bound

Ψ(d, i)

d
exp

(
(−1+o(1))

log n
d2

log i
log

log n
d2

log i

)
� exp

(
(−1 + o(1))

log n

2 log i
log

log n

2 log i

)
. (23)

Inserting this bound into (21) and summing over log2 n < i < N , we find that the
evaluation of this sum is identical to that of (16), and obtain

An logM
∑

log2 n≤i≤N

1

i2
exp

(
−(1 + o(1))

log n

2 log i
log

(
log n

2 log i

))
� An logM exp

(
(−1 + o(1))

√
log n log log n

)
= An exp

(
(−1 + o(1))

√
log n log log n

)
. (24)

On the other hand, if i < (log n)2, then, since log2 n > log2 d we bound

Ψ(d, i) ≤ Ψ
(
d, (log n)2

)
� d exp

(
−(1 + o(1))

log d

2 log log n
log

(
log d

log log n

))
.

Using this in (21), we find that the exponent is again maximized for log d satis-
fying (22), and we get

Ψ(d, i)

d
exp

(
(−1+o(1))

log
(
n
d2

)
log i

log

(
log
(
n
d2

)
log i

))

� exp

(
(−1+o(1))

(
log d

2 log log n
log

(
log d

log log n

)
+

log
(
n
d2

)
log i

log

(
log
(
n
d2

)
log i

)))

� exp

(
(−1+o(1))

(
log d

2 log log n
log

(
log d

log log n

)
+

log
(
n
d2

)
2 log log n

log

(
log
(
n
d2

)
2 log log n

)))
� exp

(
(− 1

4 + o(1)) log n
)
.
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Inserting this in (21) and summing over i < log2 n, we find this contributes at most

An logM
∑

1≤i<log2 n

1

i2
exp

(
(− 1

4 + o(1)) log n
)
� An3/4+o(1).

Which is dominated by (24). Thus, combining (20) and (24) we have

E2 �
A
√
nNM

exp
(√

(2+o(1)) logM log logM
) +

An

exp
(
(1+o(1))

√
log n log log n

) .
Combined with the upper bound (19) for E1 + E3 and inserting into (14), we get

n∑
k=1

f(k, n)− nCf = E1 + E2 + E3 +O

(
An

N

)
� An exp

(
−
√

(2+o(1)) logM log logM
)

+A
√
nNM exp

(
−
√

(2+o(1)) logM log logM
)

+An exp
(

(−1+o(1))
√

log n log logn
)

+
An

N
.

Optimizing this, subject to the conditions of (11) and (18), we take logN =√
log n log log n and logM = 1

2 log n −
√

log n log log n. This gives us that the ex-
pression above is

� An exp
(

(−1 + o(1))
√

log n log log n
)

as desired. �
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[1] R. Angelo, A Cameron and Erdős conjecture on counting primitive sets, Integers 18 (2018),
Paper No. A25, 4. MR3783884
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[6] P. Erdős and É. Saias, Sur le graphe divisoriel, Acta Arith. 73 (1995), no. 2, 189–198.
MR1358194

[7] J. Friedlander and H. Iwaniec, Opera de cribro, American Mathematical Society Colloquium
Publications, vol. 57, American Mathematical Society, Providence, RI, 2010. MR2647984

[8] R. L. Graham, D. E. Knuth, and O. Patashnik, Concrete mathematics, Second edition,

Addison-Wesley Publishing Company, Reading, MA, 1994. MR1397498
[9] H. Liu, P. P. Pach, and R Palincza, The number of maximum primitive sets of integers, arXiv

preprint arXiv:1805.06341 (2018).

http://www.ams.org/mathscinet-getitem?mr=3783884
http://www.ams.org/mathscinet-getitem?mr=2259058
http://www.ams.org/mathscinet-getitem?mr=1106651
http://www.ams.org/mathscinet-getitem?mr=2419861
http://www.ams.org/mathscinet-getitem?mr=2912710
http://www.ams.org/mathscinet-getitem?mr=1358194
http://www.ams.org/mathscinet-getitem?mr=2647984
http://www.ams.org/mathscinet-getitem?mr=1397498


22 NATHAN MCNEW

[10] P. Mazet, Recouvrements hamiltoniens de certains graphes, European J. Combin. 27 (2006),

no. 5, 739–749. MR2215429

[11] N. McNew, On sets of integers which contain no three terms in geometric progression, Math.
Comp. 84 (2015), no. 296, 2893–2910. MR3378852
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Appendix A. Ranges of values used in computations

i d up to
12 6144

13 ≤ i ≤ 15 1536
16 ≤ i ≤ 20 1152
21 ≤ i ≤ 24 256

25 150
26 ≤ i ≤30 16
31 ≤ i ≤40 12
41 ≤ i ≤55 8
56 ≤ i ≤60 7
61 ≤ i ≤75 4
76 ≤ i ≤100 3
101 ≤ i ≤250 1

Table 1. Values of g(d, t) were computed for all d up to and in-
cluding the value in the table for each value of i in order to estimate
the constant θ in the count of geometric progression free sets.
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